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aCIMPAHTOB, MAaruCTPaHTOB, a TakXe Uil CIHCHHUAINCTOB MPEANPUATHH B cdepe NPOEKTHPOBAHUS
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MunuctepctBo obpazoBanus Pecnyonuku benapych
MunucrepcTBo cBs3U 1 MH(popMaru3armu Pecryoimku benapych
VYupexnenue odpazoBanus «beropycckuit
rOCYJapCTBEHHBII yHUBEPCUTET HHYOPMATHUKH U
PaIHO3IEKTPOHHUKI
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OPI'AHU3AIIMOHHBIA KOMUTET KOH®EPEHIIUU

barypa Muxauu IlaBioBuyu
npedcedameins, peKTOp benopycckoro rocyapcTBEHHOTO
YHHUBEpCHTETa HH()OPMATHKHU U PATUOIIEKTPOHUKI

I'onenkos Baagumup BacuiabeBuu
conpedcedamers, 3aBeyromui kadenpoi
HWHTEJUIEKTYATbHBIX WH(POPMAITMOHHBIX TEXHOJIOTHIA
Bbenopycckoro rocy1apcTBEHHOIO YHUBEPCUTETA
MH()OPMATHUKH U PATHUOITIEKTPOHUKH

Kusunkasa Enena Huko1aeBHa
popeKTop no yuebHoi padore benopycckoro
rOCY/IapCTBEHHOTO YHUBEPCHTETa HH(POPMATUKU
Pannuo3IEKTPOHUKI

OcunoB Anarosunii Hukosaesuu
IIPOPEKTOp Mo Hay4yHO pabote benopycckoro
rOCYJapCTBEHHOTO YHHUBEPCUTETA HHPOPMATHKHU
panuo31EKTPOHUKI

Huxkyabmun bopuc BukropoBuy
MIPOPEKTOp O yueOHOU paboTe u nH(pOpMaTHU3ALIUN
benopycckoro rocy1apcTBEeHHOIO YHUBEPCUTETA
MH(POPMATUKU U PAJUODTICKTPOHUKH

HInnun Jleonna FOpbeBu4
neKaH ¢dakylibreTa HHPOPMAIIMOHHBIX TEXHOJIOTHHA U
ynpasiieHus: benopycckoro rocy1apcTBEHHOIO YHUBEPCUTETA
MHGOPMATUKU U PAJAUO3IEKTPOHUKH

Kpeiinuna Oabra Banepsesna
HavYaJIbHUK HECHTPA MCKAYHAPOAHOI'O COTPYAHNYICCTBA
benopycckoro rocy1apcTBEHHOTO YHUBEPCUTETA
MH(OPMATUKH U PATUOIIEKTPOHUKH

Bosipko Asia BukTtopoBHa
HaYaIIbHUK MIPecc-CTy)0bl benopycckoro rocy1apcTBEHHOTO
YHHUBEpCHTETa MH()OPMATHKHU U PATUOIIIEKTPOHUKI




PABOYAA I'PYIHIIA OPTKOMUTETA KOHOEPEHIINHU

I'ynsxkuna Hatanbs AHaTo/IbeBHA
PYKO8oOumenv 2pynnul, 3aMeCTUTEIb 3aBEAYIOIIETO
kadenpoit UNT benopycckoro rocy1apcTBEHHOTO
YHHUBEpCcHUTETa UH()OPMATHKHU U PATUOITEKTPOHUKU

I'pakoBa Haranbsa BukropoBHa
3aMecTuTeNb 3aBeaytomiero kaheapoit UUT mo
BOCITUTATEILHOM paboTe benopycckoro rocyaapcTBeHHOTO
YHHUBEpPCUTETa MHPOPMATHKHU U PAAHOIIEKTPOHUKU

I'ydoapeBuu AHactacus BiagumupoBHa
umwkenep xkadenpet MUT benopycckoro rocynapcTBeHHOTO
YHUBEpCUTETa HH(POPMATUKH U PATHOIIEKTPOHUKHI

Jlyuuna Tarbsina JleoHMI0BHA
unxenep kapenapel MUT benopycckoro rocyjapcTBEeHHOTO
YHUBEpCUTETa HH(OPMATUKH U PATHOICKTPOHUKH

Pyceuxuii Kupuian BajepbeBnu
uHxeHep-nporpaMmmuct kadenpsr MUT Benopycckoro
roCy/1apCTBEHHOI'O0 YHUBEPCUTETa UH(POPMATUKH U
PaarO3JICKTPOHUKHA




IMPOI'PAMMHBIY KOMUTET KOH®EPEHIIUU

I.T.H., mpod., akagemuk PAEH
Kysnenos Ouier IlerpoBuy

IIpeoceoamens, nipencenatens Hayanoro coBera Poccuiickoit acconuanuu
MCKYCCTBEHHOT'O MHTEIIJICKTa, 3aBeLyOIHii TabopaTtopueit, MHCTUTYT
npobiem ynpasienust PAH, r. Mocksa, Poccust

JI.T.H., pod.
I'osnenkoB Baagumup BacuiabeBud

Conpeodcedamens, 3aBeyonui KaGeapoli HHTEIUICKTYaIbHBIX
HHGOPMAITMOHHBIX TEXHOJIOTHH, benopycckuii rocy1apcTBeHHBIM
YHHUBEpPCUTET WHPOPMATHKH U PaINOIIEKTPOHUKH, T. MUHCK, benapych

I.T.H., mpo®., akanemuk HAH Benapycu
Aodaameiiko Cepreii Bnaaumuposuy

[Ipodeccop MexaHHKO-MaTeMaTHYECKOTO (aKyJIbTeTa,
benopycckuii rocynapcTBEHHbIN YHUBEPCUTET,
r. Munck, benapyce

K.T.H., JOII.
Bboprect Hukonaii MuxaidiioBud

[Ipodeccop xadeapsl KOHCTPYKIMH U TPOCKTUPOBAHHS JIETATEIBHBIX
ammapaToB, CaMapcKuii ToCyapCTBEHHBIA adPOKOCMUIECKUN YHHBEPCUTET
umenu Akanemuka C.I1.Koponésa, r. Camapa, Poccus

a.¢.-M.H., mpod.,akagemuxk PAH
BacuaneB Ctanucias HukojiaeBuu

IIpencenarens HayuHoro coBeta mo TeOpuM ynpaBisieMbIX IPOLIECCOB U
aBTOMAaTHU3aIINN; TJIABHBINA PEIakTOp «ABTOMATHKA U TeleMexannka» PAH;
3aMEeCTUTEIb TTIaBHOTO penakTopa «Jlokmansr Axkanemun Hayk» PAH,

r. MockBa, Poccust

I.T.H., mpod.
I'aBpuisioBa TaTbsiHa AJIbOepPTOBHA

3apenyroras kadeapoit HHGOPMAIIMOHHBIX TEXHOJOTHI B MEHEIKMEHTE,
Bricmas IIkona menemxmenta CIIOIY,
r. Caakt-IleTepOypr, Poccus

I.T.H., Ipoc.

I'no6a Jlapuca CepreeBHa

3aBenyromas kagenpoilt HHPOPMaMOHHO-TEICKOMMYHHUKAIIMOHHBIX CETeH,
HaunoHanbHBIA TEXHUUECKUM YHUBEPCUTET YKpauHsbl «KueBckuil
MONMTUTEXHUIEeCKUI HHCTUTYT UM M. CHKOpCcKOoToY,

r. Kues, Ykpauna




II.T.H., pod.
T'osioBKO Bragumup AnamoBuy

3aBenyromuii KaQeapoil HHTEIIEKTYalIbHbIX HHPOPMAIIMOHHBIX
TEXHOJIOTUH, BpecTCKuii roCy1apCTBEHHBIM TEXHUYECKUI YHUBEPCUTET,
r. bpecr, benapycs

I.GuLH., mpod.
I'opneii Anexcanap Hukonaesny

Hupextop, PecriyOnrkanckuil HHCTUTYT KuTaeBeneHus: uMeHn Kondymms
bI'Y,
r. Musck, benapycs

I.T.H., C.H.C.
I'pudoBa Bajepuss BukTopoBHa

3aMecTHTeNs IUPEKTOpa Mo Hay4Hoi padote, PenepanbHoe
roCyIapCTBEHHOE OI0/DKETHOE yUpexkaAeHUEe HayKu IHCTUTYT aBTOMAaTUKU U
Mpo1ieccoB ynpasieHus JanbHeBocTOUHOrO oTneiaeHus Pocecuiickoit
aKaJleMUHU Hayk, T. BnaguBoctok, Poccust

K.(b.-M.H., mo11.
I'ynsxuna Hatanba AHaTosibeBHA

3aMecTHTelNb 3aBeyomero kKadeApoi HHTEIJICKTYalIbHbBIX
HH(POPMALMOHHBIX TEXHOIOTUH, bemopycckuil rocyaapcTBeHHbII
YHUBEPCUTET HHPOPMATHKU U PaUOIEKTPOHUKN T'. MuHCK, benmapych

II.T.H., Tpod.
Hononos Asexcanap I'eoprueBu4

3amecTuTeNb AUPEKTOpPA 10 HaydHOU pabote, HCTUTYT npobieM
peructpauuu uapopmannu HAH Ykpaunsi,
r. Kues, Ykpauna

I.T.H., po., akagemuxk MAU
EpemeeB Anexcannp IlaBiosna

3apenyromuii kKadeApoit MPUKIaHON MaTeMaTuky, HalmoHambHbIH
HCCIIEIOBATENbCKUI yHUBEpcUTET «MON»,
r. MockBa, Poccust

K.(QWILH., TOIL., I.UCT.H.
E¢dumenko Upuna BiaagumuposHa

OCHOBATeIIb, UCTIOHUTENBHBIN AupekTop OO0 "Semantic Hub",
r. MockBa, Poccust



II.T.H., pod.
3aboseeBa-30ToBa Ajliia BukTopoBHa

HavansHuk YmpaBneHus periOHaIbHBIX U MEXTOCYJAPCTBEHHBIX POrpaMM
PODOU,
r. MockBa, Poccust

K.T.H., C.H.C.
3aropyasko FOpuii AnexkceeBu4

3aBenyromuii nabopatopueit, UactutyTt cucreM nHpopmatuky uMm. A.I1L.
Epmiosa CO PAH,
r. HoBocubupck, Poccust

I.¢.-M.H., ipod.
Knemen Asexcanap CepreeBu4

I'naBubii HayuHbI coTpyanuk, ®PT'BYMH NMHcTUTYT aBTOMAaTUKU U
npoiieccoB ynpasneHnus [lansHeBoctounoro otaenaeHus PAH,
r. Bmagusoctok, Poccust

JI.MEJL.H., Tpod.
KoOpunckuii Bopuc ApkaabeBuy

I'naBHbIN Hay4yHBIN COTpYAHUK, NHCTUTYT CUCTEMHOTO aHaln3a
®DenepanbHOTO MCCIIe0BaTeNbCKOT0 IeHTpa «MHbopMaTrka 1 yrpaBlieHHE)
PAH, npodeccop, Poccuiickuii HaMOHAIBHBINA UCCIIEA0BATEIbCKUN
MenunuHckuil yauBepcuteT uM. H.W. Tluporosa Munsznpasa Poccun, 3aB.
nabopaTopuei CUCTEM MOJIEPIKKU PUHSATHS KIMHIUYESCKUX PEIICHUN

r. Mockga, Poccus

VWERD : J.I1.H., HpO(b.
KozmnoB OJier AnekcanapoBuy

3aMecTUTENb AUPEKTOPA HHCTUTYTa, YupexaeHue Poccuiickoit AkageMun
Ob6pazoBanus «Muctutyt MHbopmarnzanuu OOpa3oBaHU»,
r. Mocksa, Poccus

I.M.H., mpod., akagemuk HAH Benapycu
Kyabuunnkuii Biagumup AnamoBuy

3amecTHTeNb JUPEKTOpa 0 Hay4HOU paboTe, UIeH-KOPPECHIOH/IEHT,
HaumonansHas akanemust Hayk benapycu,
r. Musck, benapycs

I.T.H., Ipoc.
Kypeituuk Bukrop MuxaiijioBu4

3aMecTuTeNb pyKOBOJUTENS 110 HAYYHON U MHHOBALMOHHOM JI€ATENBHOCTH,
Taranporckuii kamiryc IODY,
r. Taranpor, Poccus




I.T.H., C.H.C
Jlanmp Imutpuii BragumupoBuy

3aBenyromuii otaenom, MactutyT npobieM peructpanyy HHGoOpManun
HAH VYxpaunsi,
r. Kues, Ykpanna

O.T.H., TOLI..
Jlo6anos bopuc MedoabeBny

I'maBHBII HAy4YHBIH cOTpYAHUK, OObeAMHEHHBI HHCTUTYT Mpo0IeM
unpopmatkn HAH Benapycu,
r. Munck, benapycs

I.T.H.
Jlykamesu4 Haranbs BajeHTHHOBHA

Benynuit Hay4HbIl COTpYAHUK, MOCKOBCKUI TOCY1apCTBEHHBIN
yHuBepcuteT uMenu M.B.JlomoHOCOBa,
r. Mocksa, Poccust

J.T.H., Ipod.
Maccean JIrogmuiaa BacuibeBHa

['maBHBII HAyYHBIA COTPYIHUK, 3aBeaylomas jabopaTopueii, MHCTUTYT
cucrteM »HepreTuky uM. JLA. MenentseBa CO PAH,
r. Upkytck, Poccns

K.T.H., JIOLL.
Hes3oposa Ojibra ABeHMPOBHA
3aMeCTUTENb JAUPCKTOpA IO Hay‘lHOﬁ pa60Te, Hay‘-IHO-I/ICCJ'Ie}:[OBaT CIIbCKHMN

uHcTUTyT «llpuxnannas cemuotuka» AH PT,
r. Kazans, Poccus

I.¢.-M.H., ipod.

Ocunos I'ennaanii CemeHoBUY

[Ipesunent PANN, 3amecTuTENs TUPEKTOPA 1I0 HAYYHOH padoTe,
®denepanbHBIN UCCIIEAOBATEILCKUN TIeHTP «HpOpMaTHKa U yripaBiieHUE»
PAH,

r. Mockga, Poccus

II.T.H., pod.

ITaarox bopuc BacuiabeBnu

MIPOPEKTOP 1O HHPOPMALTMOHHBIM TEXHOJOT UM, 3aB. Kaeapoit
«MHpopMamOHHBIE CUCTEMBI», TBEPCKOH TOCYAapCTBEHHBIN TEXHHYECKHN
YHHUBEPCUTET,

r. TBepsp, Poccus



II.T.H., pod.
ITeTpoBcKkuii Anekcanap AJIeKCaHIPOBHY

3aBenyromuii kagenpoit IBC, benopycckuii rocyjapcTBeHHBIN
YHHUBEPCUTET HHPOPMATHKH U PaIUOIICKTPOHHKH,
r. Munck, benapyce

II.T.H., pod.

IleTpoBckuii Anekceii bopucoBuu

3aBenyIOmHUi OTAEIOM TEOPUU U METOAOB NpHuHATH peuenuii, PI'BYH
HHcTuTyT cucteMHoro ananusa Poccuiickoil akaieMuH HayK,

r. Mockga, Poccus

K.(.-M.H., mpod.

IInecnesu4 I'epanba CTanucaaBoBUY

[Ipodeccop xadenpsr «MupopMannonHsle TexHOIOrHN», DenepansHoe
rOCy/IapCTBEHHOE OI0/PKETHOE 00pa30BaTeIbHOE YUPEKACHHUE BBICIIETO
po(heCCUOHAIBHOTO 00pa30BaHHs

«MATH — Poccuiickuii rocyapCTBEHHBIN TEXHOJIOTMUECKUN YHUBEPCUTET
nmenn K.O. [lnonkosckoro», . Mocksa, Poccust

akagemuk PAO, n.men.H., mpod.
PoGepT Up3Ha BeHbsIMUHOBHA

pykoBoautens Lentpa nndopmaruzanun odpasosanus PITBHY «MucTHTYyT
yrpasjieHus o0pa3oBaHueM Poccuiickoi akaieMuu 00pa3oBaHus,
r. Mockga, Poccus

I.T.H., Tpoc.
Priouna I'aauna BajsentunoBHa

[Ipodeccop, HanmoHanbHbIH nccnenoBaTeIbCKUi SAepHBIN YHUBEPCUTET
MUY,
r. Mocksa, Poccus

II.T.H., Ipoc.
Cunopxkuna Upuna 'ennaabeBHA

Hexan ¢axynpTeTa HHPOPMATHKH U BBIYUCIUTENEHON TEXHUKH,
TToBomKCKMI1 rOCYJapCTBEHHBIN TEXHOJIOTMUECKUN YHUBEPCUTET,
r. Momkap-Omna, Pecrrybimka Mapwuit D1, Poccust

I.T.H.,Ipod.
CmupnoB Cepreii BuktopoBuy

3amecTuTeNs AUPEKTOPA 10 HaydHOU padote, MHCTUTYT mpobiem
YOPABJICHUS CJIOKHBIMU cUcTeMaMu Pocculickol akaJeMuu Hayk,
r. Camapa, Poccus




I.¢.-M.H., pod.
CoaoBbéB Cepreii FOpbeBu4

[Ipodeccop, MockoBCKHii TOCYIaPCTBEHHBIH YHUBEPCUTET HMEHH
M. B. JlomoHOCOBa,
r. MockBa, Poccust

II.T.H., pod.
CocnuHn Iletp UBanoBnY

3aBenyromuii kKagenpoit «BerancinTensHas TEXHUKa», Y IbTHOBCKUI
rOCYJapCTBEHHBIN TEXHUUECKUA YHUBEPCHUTET,
r. YiupsHoBcK, Poccus

II.T.H., Ipoc.
Credaniok Bagum JIbBoBUY

I'maBHBIM HAyYHBIH COTPYAHUK, MHCTHTYT mpo0OiieM nepeaaun nHGOpMaIuu
PAH,
r. Mocksa, Poccus

n.1T.H., Akanemuk AH PT, npodo.
Cyaeiimanos I:kasaer LlleskeToBry

[podeccop kadenps Teoperuuecko kudbeprnetuku KI'Y, 3aBenyromnmii
CoBMecTHOH Hay4dHO-HCcenoBaTenbekon Jaboparopueit AHT u KI'Y
«[Ipobnemsr NNy,

r. Kazans, Poccus

K.T.H., JIOIL.
Tapacos Basnepuii bopucoBuyu

JoneHt kadenpbl KOMIBIOTEPHBIX CHCTEM aBTOMATH3AIIMU POU3BOJICTBA,
MoOCKOBCKHI rOCYJapCTBEHHBI TEXHUUECKUH YHUBEPCUTET UMEHU

H. O. baymana,

r. Mockga, Poccus

J1.3.H., poc.
TeabHoB I0puii PuimMnnosuy

3aBenyrommii kadeapoit, MOCKOBCKHI rOCYIapCTBEHHBIN YHHBEPCUTET
9KOHOMHKH, CTATUCTUKH U HH)OPMATHKH,
r. Mockga, Poccus

I.¢.-M.H., ipod.
Ty3ukoB Ajsiekcanap BacuabeBny

I'enepanbHsiii qupexTop, O0beIMHEHHBIN HHCTUTYT Mpo0IeM HH(POPMATHKH
HAH benapycu,
r. Musck, benapycs
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J.T.H.,C.H.C.
XapuamMoB AjlekcaHap AJIeKCaHIPOBHY

Crapmmii HayuHBIH COTPYIOHUK, IHCTUTYT BBICIIEH HEPBHOM NESITENBHOCTH
u Herpodmzunonorun PAH,
r. MockBa, Poccust

II.T.H., pod.
Xopowmerckuii Biaagumup ®enoposuy

[Ipodeccop, 6a3oBas kadenpa «MHTEIEKTyaIbHBIE TEXHOIOTUN
CHUCTEMHOT0 aHaju3a u ynpasienus» OULL «HpopmaTrKa 1 yrpaBICHUE)
PAH, r. Mockga, Poccus

I.T.H., mpo®., Akanemuk HAH Benapycu
Yepusasckuii Asexcanap Pénoposna

[Ipodeccop xadeapsr HHTEIUIEKTYAIBHBIX CHCTEM, bemopycckuit
rOCYJapCTBCHHBIA YHUBEPCUTET,
r. MuHck, benapych

II.T.H., pod.
HIapun6aii A1ThIHOEK AMUPOBUY

Jupektop Hay4dHOTrO 11eHTpa «McKyccTBEHHBIN MHTEIEKT», EBpasuiickuii
HallMOHaNIbHBIN yHUBepcuTeT umenu JI. H. I'ymurnesa,
r. Acrana, Kazaxcran

II.T.H., poc.
SnxoBckast AnHa E¢pnmoBHa

IIpodeccop, ToMckuit rocy1apcTBEHHBIH apXUTEKTYPHO-CTPOUTEIbHBIN
YHUBEPCUTET,
r. Tomck, Poccnst

II.T.H., poc.
SApymxnna Hagexna I'ne6oBHa

3aB. kadenpoit « THPOpMAMOHHBIE CUCTEMBbD», Y TbSTHOBCKHN
rOCYJapCTBEHHBIH TEXHUYECKUI YHUBEPCHUTET,
r. YesgHOBCK, Poccus
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IMPEAUCJIOBHUE

OCHOBHBIM NPAKTUYECKMM pPE3YyJIbTaTOM HCCIIEJOBAaHUI B 00JIACTH HCKYCCTBEHHOIO
MHTEJIJIEKTA SBJSIETCS pa3paboTKa HE TOJIBKO MHTEJUIEKTYalbHbIX CUCTEM, HO U TEXHOJOTUH,
o0ecneynBaroIuX ObICTPOE U KaueCTBEHHOE NMOCTpoeHUE TakuX cucteM. Co3/aHue yKa3aHHbIX
TEXHOJIOTUH TpeOyeT pelIeHus CIeayIoIuX 3a1au:

e UETKOrO BBIJCIICHHUS JIOTUKO-CEMAaHTHYECKOIO0 YPOBHS MHTEILIEKTYaJIbHBIX CHCTEM,
KOTOPBI abcTparupyercss OT BCEBO3MOXKHBIX BapUAHTOB TEXHUYECKON peau3aliy 3TUX
cucteM (B TOM 4YHCII€ U OT MCIOJb30BaHMSI NPUHLMIINAILHO HOBBIX KOMIIBIOTEPOB,
OpPUEHTUPOBAHHBIX Ha aIMapaTHYIO MOJACPKKY UHTEIUIEKTYaIbHBIX CUCTEM);

L4 paBpa60TKI/I OHTOJIOTHU IMPOCKTUPOBAHUA HHTCIUICKTYAJIbHBIX CHUCTCM U YHI/I(I)I/IKaLII/II/I
OIIMCaHHUA JIOTHKO-CEMaHTHUYCCKHUX MOI[GJ'[GI\/II HHTCIUICKTYAJIIBHBIX CUCTCM,

e oOecrneyeHus MIaTGOPMEHHO HE3aBUCHUMOIO XapakTepa JIOTMYECKOro MPOEKTHPOBAHHUS
UHTEJJIEKTYyaJIbHBIX CHCTEM, pE3YyJIbTaTOM KOTOPOrO SBISAETCS YHU(DUIMPOBAHHOE
ONMCaHUE JJOTUKO-CEMAHTHYECKUX MOJIENIEH IPOEKTUPYEMBIX HHTEIJIEKTYaJIbHBIX CUCTEM;

®  ICIIOJIb30BAHMSI METOJUKH KOMIIOHEHTHOTO IPOEKTUPOBAHUS MHTEIUIEKTYaIbHBIX CUCTEM,
B OCHOBE KOTOPOW JIEKHUT TMIOCTOSHHO TMOMONHseMass OuOIMOTeKa MHOTOKPATHO
UCIIOJIb3YEMBIX KOMITOHCHTOB MHTEJUICKTYAIBHBIX CUCTEM (MHOTOKPATHO UCIIOIb3YEMBIX
MOJICUCTEM, KOMIIOHEHTOB 0a3 3HAHWil, areHToB 00pabOTKM 3HAHUI, KOMIIOHEHTOB
M0JIb30BATEIbCKUX HHTEP(DEHCOoB);

e o0ecrneueHHsA CEMaHTHYCCKOU COBMECTUMOCTHU MHOTI'OKpPAaTHO HCIIOJIB3YEMBIX
KOMIIOHCHTOB HHTCJUICKTYAJIbHBIX CUCTEM H CEMaHTHYCCKOM COBMECTHMOCTH CaMHX
HWHTCIUICKTYAJIbHBIX CUCTEM U TEXHOJIOTHH UX MMPOCKTUPOBAHUA.

OCHOBHOH IENbI0 €KETOJIHBIX MEXIYHAPOJHBIX HAYYHO-TEXHUUYECKHX KOH(MEpeHINH
OSTIS (Open Semantic Technology for Intelligent Systems) siysiercst co3anue yciaoBuid st
paciiMpeHust COTPYAHHUYECTBA PAa3JIUYHBIX HAYYHBIX IIIKOJ, BY30B U KOMMEPUYECKHUX
OpraHu3allfii, HaNpaBICHHOIO Ha pPa3pabOTKy M NPUMEHEHHWE MACCOBBIX M IIOCTOSIHHO
COBCPUHICHCTBYCMBIX TEXHOIOTHH KOMIIOHEHTHOTO MMPOCKTUPOBAHUS HHTCIIICKTYAJIbHBIX
CHCTEM.

OcnoBHoii Temoii VIl kondpepenuun OSTIS sBnsioTcss npoOiaemMbl UHTErpalluH
pa3IMYHBIX MOJIENICH TPEICTABICHUS 3HAHWNA M MOJENICH peIleHUs 3a/1a4 B TPUKIIAJIHBIX
MHTEIJICKTYaJIbHBIX CHCTEMAX.

VIl xondepennus OSTIS nocesmaercs namstu npodeccopa Jlorhu Ackepa 3ame —
OCHOBOIIOJIO)KHHKA psila KPYIHBIX HAay4YHBIX HAIPaBJICHUN B HUCKYCCTBEHHOM WHTEIUIEKTE W
npodeccopa FOpus PonangoBuya Bambkmana — 3aBemyloIIero OTAEIOM pacHpeaeseHHbBIX
UHTEJJIEKTYaJbHBIX cHUCTEM MEXIyHapOIHOTO HAyYHO-Y4eOHOro IeHTpa UH(POPMALIMOHHBIX
TEXHOJOTHMM H cucreM HanuoHanpHOW akageMuu HayK YKpauHbl M MwuHuUCTEpCTBA
o0pa30BaHUs U HayKu Y KpauHBbI.

[Ipencenarens [Iporpammuoro komurera koHpepenun OSTIS
[Ipencenarens CoBera Poccuiickoii acconuanuy HCKyCCTBEHHOTO MHTEIUIEKTA
Ky3unenos Ouier IlerpoBuy
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FOREWORD

Development of not only intelligent systems but also technologies that ensure fast and
efficient construction of intelligent systems is the main practical result of research in the
artificial intelligence. Development of these technologies requires the following tasks solution:

e precise separation of logical-semantic level of intelligent systems, which is abstracted from
various variants of the technical implementation of these systems (including the use of
innovative computer-based hardware support for intelligent Systems);

e development of the ontology of intelligent systems design and unification of intelligent
systems logical-semantic models description;

e providing of a platform independent nature of the logical design of intelligent systems,
which result is a unified description of logical-semantic models of intelligent systems;

e use of a component design methodology of intelligent systems, which is based on
permanently expanding library of reusable components of intelligent systems (reusable
subsystems, knowledge bases components, knowledge processing agents, user interfaces
components);

e ensuring of semantic compatibility of reusable components of intelligent systems and
semantic compatibility of these intelligent systems and technologies of such systems
design.

Creating the conditions for the expansion of cooperation between different scientific
schools, universities and business organizations, aimed on the development and using of mass
and continuously improved component design technologies for intelligent systems is the main
purpose of annual international scientific and technical conferences OSTIS (Open Semantic
Technology for Intelligent Systems).

The main topic of the VIII OSTIS conference is problems of various knowledge
representation models and problem solving models integration in applied intelligent systems.

The VIII OSTIS conference is dedicated to the memory of Professor Lotfi Askar Zadeh,
the founder of a number of major scientific trends in artificial intelligence and Professor Yuri
Rolandovich Valkman, head of the distributed intelligent systems department of the
International Scientific and Educational Center for Information Technologies and Systems of
the National Academy of Sciences of Ukraine and the Ministry of Education and Science of
Ukraine.

Programme Committee Chair.
Chairman of the Council of the Russian Association for Artificial Intelligence
Kuznetsov Oleg Petrovich
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Remembering Lothi Zadeh

Pospelov D.A, Stefanuk V.L., Averkin A.N., Batyrshin I.Z., Tarassov V.B., Yarushkina N.G., Yazenin A.V.
Russian Association for Artificial Intelligence
Russian Association for Fuzzy Systems and Soft Computing
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Lotfi Zadeh

February 4, 1921 - September 6, 2017

Recently, world science has suffered a serious loss. The
great scientist of our time, the founder of a number of major
scientific trends in the theory of control, applied mathematics
electrical engineering, computer science, artificial intelligence,
the Father of Fuzzy Logic, Professor Lotfi Zadeh passed
away on 6 September 2017. He was part of a cohort of very
few pioneering scientists who generate new, original scientific
ideas and form the basic scientific paradigms that are changing
our world.

Professor L.Zadeh was the creator of fuzzy set theory and
linguistic variables, fuzzy logic and approximate reasoning,
possibility theory and soft computing, information granulation
and generalized uncertainty theory, z-numbers and generalized
constraints, etc. His ideas and theories not only opened a new
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era in the development of science free from restrictions of
narrow disciplines to enable interdisciplinary synergies. They
highly contributed to the emergence of new information and
cognitive technologies, brought about the arrival of effective
industrial applications, such as fuzzy controllers and comput-
ers, fuzzy chips and networks, fuzzy recognition and clustering
systems, and so on [1].

Zadeh’s origin and amazing personal destiny made him a
convinced internationalist. In his interviews he said that «the
question really is not whether I’'m American, Russian, Iranian,
Azerbaidjani or anything else. I've been shaped by all these
people and I feel quite comfortable among all of them» [1].
He called himself «an American, mathematically oriented,
electrical engineer of Iranian descent, born in Russia» [2].
This phrase can seem strange for young reader. Zadeh’s
birthplace is Novkhany near Baku. Why Russia? Where began
the «Russian trace» of his biography?

The youth of Zadeh’s parents, his birth and childhood came
at the turning points of our history: disintegration of the
Russian Empire and the emergence of the USSR. From 1859
to 1917 Baku was the center of Baku province of the Russian
Empire. At the crossroad of the XIX-XXth centuries it was
considered as the fastest growing city of all Russia. The main
reason for the rapid growth of economic activity was a large
oil production. At the beginning of the XXth century more
than half of the world oil output came from Baku region.
It worthily enjoyed the glory of «Russian Texas». Engineers
and specialists from the most developed countries, including
Germany, United Kingdom, USA, France, Sweden, worked at
Baku province and introduced the most advanced industrial
technologies of those times at the Baku plants.

So a multinational city emerged, the center of different
cultures and religions that rapidly became an economic capital
of Russian South. During the «oil fever» period, it grew
rapidly, attracting rich people, businessmen and simple ad-
venturers from all over the world. The Rothschild and Nobel
companies prospered. .. This «oil fever» weakened, but did not
stop even after the Great Russian revolution. In this wonderful
city, «Paris of the East», Zadeh’s parents met each other.
It happened already in the years of great social cataclysms,
Civil War in Russia and USSR formation. Between 1918
and 1920 there was chaos in Baku, one power (musavatists)
succeeded another one (commissars), Turkish and German
troops occupied the city. In April 1920, the Red Army broke
into Baku, and the Azerbaijan Soviet Socialist Republic was
organized.

Lotfi Asker Zadeh was born in Novkhany, Baku Region,



Soviet Azerbaijan, on February 4, 1921 as Lotfi Aliasker-
zadeh [3]. His father, Rahim Aliaskerzade, an Iranian Azeri
from Ardabil, was a journalist, the foreign correspondent for
the newspaper Iran in Baku. Rahim also had a good own
business — wholesale matches. His Russian Jewish mother,
Feiga (Fanya) Korenman, from Odessa, studied medicine and
became a pediatrician. After the wedding she also obtained
the status of Iranian citizen.

So his mother tongue was Russian. In 1928 Lotfi was
enrolled in the Russian elementary school No 16 in Baku.
Even 80 years after he kept fond memories about his school
[4]: «at dawn of the Soviet era, what was extolled was science,
scientists and engineers». Under this influence, Lotfi decided
at an early age to become an engineer. This decision was the
core of his outlook on life.

In Baku Lotfi completed three years of elementary school.
It is not surprising that Russian culture and literature highly
influenced the young boy (Figure 1).

At the beginning of 1930’s ethnic Azerbaijanis with foreign
passports were faced with a choice — obtain Soviet citizenship
or leave the USSR. In 1931 Zadeh’s parents decided to move to
Iran, his father’s homeland, taking him with them. Ten-year’s
Lotfi was enrolled in American Alborz College in Tehran,
which was a Presbyterian missionary school.

Figure 1. Lotfi Zadeh in his youth

During his student days at the Albortz college, Lotfi met
Fay, his future wife, who was the student at the women’s
branch of Alborz college. She also had Russian roots (her
family was from Dvinsk, an old city on the Western Dvina,
nowadays Latvian Daugavpils). According to her words, in
Tehran period of Zadeh’s life «in his room on the shelves
along the wall a library of about 2000 volumes in Russian
was collected» [5]. Young Lotfi read Tolstoy and Dostoevsky,
Turgenev and even Shakespeare (translated into Russian).

After graduating from American college, Lotfi Zadeh passed
the exams to the University of Tehran and placed third in
the entire country. In 1942, he graduated from the University
of Tehran with a degree in electrical engineering. Then Lotfi
worked with his father, who did business with American
military commanders in Tehran as a supplier of construction
materials. Despite a rather high income, Lotfi decided to leave
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behind a comfortable life in Tehran and immigrate to the
United States to fulfill his dream of a career in the academic
world (see Figure 2).

Lotfi Zadeh left Tehran early in 1944 traveling to the United
States by air and sea. He arrived in New York in July 1944
and moved to Cambridge after spending the summer months
working at the International Electronics Corporation.

MIT: 1944-1946 MS Columbia University: UC Berkeley:
1946-1949 PhD 1959-2017,
1949-1959 1963-1968

Figure 2. A chronological representation of Zadeh’s educational and academic
trajectory in the USA

Zadeh entered the Massachusetts Institute of Technology in
1944 as a graduate student and received his MS degree in
electrical engineering from MIT in February 1946 (Figure 3).

Figure 3. Newly-made master Lotfi Zadeh with his parents

His parents came to the United States a little later and settled
in New York. Lotfi did not want to be away from them and
decided to move to Columbia University. There he was lucky
to find the position of instructor in electrical engineering. After
spending three years as instructor, he obtained his PhD degree
in 1949 under the supervision of Professor J. Ragazzini. The
thesis was concerned with the frequency analysis of time-
varying networks.

In 1950’s Zadeh’s scientific interests shifted from classical
electrical engineering to systems analysis and information
science. Already in 1950 he published a significant paper «An
extension of Wiener’s theory of prediction», co-authored with
Professor Ragazzini. This work found application in designing
finite-memory filters; today it is considered classical. In 1952
Zadeh again together with Ragazzini proposed the z-transform
method for discrete systems. Nowadays this method is also
viewed as classical one; it is widely used in digital signal
processing. In 1953 developed a new approach to non-linear



filtration and constructed a hierarchy of non-linear systems,
which was based on the Volterra-Wiener presentation. Thus,
the fundamentals of optimal non-linear processors to detect
useful signals in noise were formulated.

In 1950’s L.A.Zadeh became very interested in probabil-
ity theory and its application to decision analysis. He met
H.Robbins, a brilliant mathematician, and R.Bellman, the
father of dynamic programming, who later became his close
friends. In 1956-1957 he was a visiting member of the Institute
for Advanced Study in Princeton, New Jersey. There he was
inspired by a course of logic taught by S.Kleene.

In 1954 Lotfi Zadeh was promoted to the rank of Associate
Professor and he received a full professor rank in 1957.

Zadeh taught for ten years at the Columbia University. In
January 1959 Professor J.Whinnery, the Chair of Electrical
Engineering Department at the University of California, pro-
posed him to move to Berkeley. There were pros and cons.
After weighing it, in July 1959 the 38-year-old Lotfi Zadeh
with his family (Figure 4) started a long journey by car from
New York to Berkeley.

Figure 4. Lotfi Zadeh with his mother Feiga and wife Faina (Fay). San
Francisco, 1960

Professor Lotfi Zadeh joined the Department of Electrical
Engineering at the University of California, Berkeley, in 1959
and served as its chairman from 1963 to 1968. In 1963 he
published an important book [6], co-authored by Prof. Desoer,
where a new state-based approach to linear system theory
was described. This book has survived 4 editions. Its ideas
and results were the sources of various modern approaches in
systems analysis and automatic control. Nowadays the state
space approach is widely used in system engineering ranging
from industrial robots to space guidance control.

Thus, in mid-sixties, Professor L.A.Zadeh had already
become a leading scientist in the field of systems theory,
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automatic control theory, and their applications. However, an
innovation spirit proper to Lotfi Zadeh did not allow him
to rest on his laurels. In 1965 44-year-old Prof. L.A.Zadeh
published in Information and Control a main scientific work
of his life — the pioneering paper «Fuzzy Sets» [7]. This work
is of great historical significance. It opened a new scientific
area that induced a powerful resonance all over the world and
generated an enormous flow of publications. This flow is not
exhausted up to now.

A basic Zadeh’s idea was simple: real human reasoning
based on natural language cannot be adequately modeled
in the framework of classical mathematical methods. The
introduction of fuzzy set — a class with vague boundaries,
described by membership function, provided a suitable basis
for developing more flexible approach to reasoning, decision-
making and modeling of complex humanistic systems. The
behavior of such systems is characterized rather by linguistic
variables than ordinary numeric variables.

In the above mentioned paper «Fuzzy Sets» L..Zadeh defined
the concept of fuzzy set and its ordinary level sets, suggested
various ways of specifying intersection and union operations,
introduced pseudo-complementation operation, and new unary
operations — concentration and dilatation? Fuzzy relations,
their composition and projections were defined. The extension
principle was formulated, and mappings of fuzzy sets were
considered. Fuzzy sets with fuzzy membership functions called
fuzzy sets of type 2 were introduced. Fuzzy restrictions and
translations rules for fuzzy propositions were proposed.

The development of fuzzy models for complex systems to
bridge the gap between classical logic and intuition, creation
of innovative formal approaches allowing adaptation of strict
mathematics to real human ways of everyday thinking and
communication — there were novel keynote scientific problems
formulated by Lotfi Zadeh.

In fact, such an unexpected and sharp turn over of Zadeh’s
scientific interests from «honorable strict science» to non-
classical «vague science» had been a risky step that put in
danger his further scientific career. Primarily, the ideas of
fuzzy sets and fuzzy logic were rather coldly received by
Western scientists, including Americans. For instance, one of
the most brilliant Zadeh’s ex-students, R.Kalman, the author
of the well-known filter, had to say [4]: «Fuzzification is a
kind of scientific permissiveness, it tends to result in socially
appealing slogans unaccompanied by the discipline of hard
scientific work and patient observation... These proposals
could be severely, even brutally criticized from a technical
point of view».

This primary negative reaction to fuzzy logic and linguistic
variables had a rational explication. At first, from ancient
times, Western philosophy and logic was based on the princi-
ple of clear boundaries and the law of excluded middle. Yes
or no, true or false, good or bad, who is not our friend, is
our enemy, and other similar expressions of hard opposition
are the children of classical binary logic. The adoption of
intermediate truth values and grades of truth by many-valued
and fuzzy logics was a break-down for this perfect, certain



world. At second, during the ages it was a deep-seated tradition
in science to accord much more respect to numbers than to
words. The introduction and use of linguistic variables put this
tradition in question.

The first two papers on fuzzy sets by Lotfi Zadeh, «Fuzzy
Sets» [7] and «Shadows of Fuzzy Sets» [8] were published
almost at the same time in the USA and Soviet Union. The
first Zadeh’s translator into Russian V.L.Stefanuk confirms that
Lotfi himself selected adequate words for Russian translation.
He wished that his new ideas on fuzzy sets and fuzzy logics
were known both in the West and in the East.

To perform it in the period of «iron curtain», Professor
Zadeh decided to disseminate his works in the East, partic-
ularly, in Soviet Union and Japan.

In this fortunate for him 1965, Lotfi and Fay Zadeh visited
Soviet Union two times [5]: the first one they were in
Moscow in May by invitation of Popov Radio-Electronics and
Automatics Society and the second time he was invited by the
Soviet Academy of Sciences to attend in September a six-days
congress on automatic control. After the opening ceremony in
September 20, 1965 at Odessa Opera House, the congress was
held on board of Admiral Nakhimov’s cruise ship (Figure 5)
on the route Odessa — Batumi and back.

Figure 5. Professor L.Zadeh with the participants of the Congress on board
of Admiral Nakhimov’s ship. Black Sea, September, 1965

This congress was attended by more than a thousand Soviet
scientists and about 60 foreign guests, including Lotfi Zadeh
and his wife Fay. On the board of «Admiral Nakhimov»
L.A.Zadeh delivered his first talk on fuzzy set theory in
Russian.

In the memoirs of Academician N.N.Moisseev [9], it was
mentioned that this Zadeh’s talk provoked a great interest
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and was favorably received by the audience, although in the
remarks of pure mathematicians some condescending notes
were guessed due to rather informal mode of presentation
and non-usual terminology. So in 1960-1970’s the concept of
fuzziness in applied mathematics was better received by Soviet
scientists than their American colleagues.

It was after these trips to the USSR that L.Zadeh found
good personal acquaintances and kind friends among
Soviet scientists. In particular, Academicians N.N.Moisseev,
R.V.Gamkrelidze, V.A.lyin, G.S.Pospelov, V.L.Siforov,
Ya.Z.Tsypkin became his friends. Nikita Moisseev himself
remembered with pleasure the International School on
Optimal Control in Dubrovnik two years after the first
Zadeh’s visit in Moscow [9]. He delivered lectures as an
invited professor and shared a picturesque cottage over the
Adriatic Sea with the families of two other lecturers — Lotfi
Zadeh and Richard Bellman. Every evening the lecturers were
sitting together over the sea and discussed on mathematics.
Their mutual sympathy and close scientific views served an
additional stimulus for friendship.

Just Moisseev and Pospelov were the first outstanding So-
viet scientists, who highly appreciated and promoted Zadeh’s
works. The Russian translation of the book «Linear System
Theory: The State Space Approach» was published in 1970
under the editorship of G.S.Pospelov.

Figure 6. The first Zadeh’s book on linguistic variables and fuzzy sets was
in Russian

In 1974 an important volume «Mathematics Today» ap-
peared (edited by N.N.Moisseev); it contained the Russian
translation of Zadeh’s foundational work «Outline of a New
Approach to the Analysis of Complex Systems and Decision
Processes». Also Academician Nikita Moisseev initiated the
Russian translation of Zadeh’s papers on linguistic variables
and suggested their publication in the form of monograph
in the book series «Mathematics: New Trends in Foreign
Science». This book «The Concept of a Linguistic Variable
and Its Application to Approximate Reasoning». edited by
N.Moisseev and S.Orlovsky, was published in 1976 by the
famous publishing house Mir [10].



For a long time, this thin book in Russian (Figure 6)
remained the only Zadeh’s monograph on fuzzy sets and
linguistic variables.

Also in 1976, a new volume (collection of foreign papers)
«Issues of Decision Analysis and Decision-Making Proce-
dures» was published in Russian with a preface by G.S.
Pospelov. The translated version of the paper by R.E.Bellman,
L.A.Zadeh «Decision-Making in a Fuzzy Environment» was
included into it.

In his turn, in 1978 Lotfi Zadeh invited N.N. Moisseev and
M.A.Aizerman to join the editorial board of newly formed
International Journal of Fuzzy Sets and Systems.

A funny coincidence: a well-known Soviet scientist from
the Institute for Control Studies of the Soviet Academy of
Sciences, Prof. M. Aizerman was also born in Dvinsk like
Fay Zadeh.

In 1966 Lotfi and Fay Zadeh again visited the USSR.
The future «Father of Fuzzy Logic» participated at the XVth
International Congress of Mathematicians in August 16-26.
The first time this congress was held in Moscow. The opening
ceremony took place in the Grand Kremlin Palace, and regular
sessions were held in high-rise building of Moscow State
University.

This year, together with R.Bellman and R.Kalaba, L.Zadeh
published a paper [11] on the use of fuzzy sets in abstraction
and pattern classification in prestigious Journal of Mathemat-
ical Analysis and Applications.

In late 1960°s Lotfi Zadeh published such papers as «Prob-
ability Measures of Fuzzy Events» [12], «Fuzzy Algorithms»
[13], «Note on Fuzzy Languages» [14]. He was always in-
terested in probability theory and searched for natural ways
of its extension. In [12] Zadeh introduced the notion of a
fuzzy event. Usually an event is seen as a precisely specified
collection of points in the sample space. By contrast, in
everyday experience one frequently encounters situations in
which an «event» is ill-defined or fuzzy. Zadeh cited as
examples of ill-defined events: «It is a warm day», «x is
approximately equal to 5», «In twenty tosses of a coin there
are several more heads than tails». These expressions are fuzzy
because of the imprecision of the meaning of the underlined
words. He generalized the mathematical expressions for mean,
variance and entropy in probability theory in case of fuzzy
events. In his opinion, there are many concepts and results
in probability theory, information science and related fields
which admit of such generalization.

A new conceptual framework for decision-making in the
case of fuzzy goals and fuzzy constraints was proposed in the
earlier mentioned paper «Decision-Making in a Fuzzy Envi-
ronment» [15]. The most important feature of this framework
is its symmetry with respect to goals and constraints — a
symmetry that erases the differences between them and makes
it possible the specification of fuzzy goals and constraints in
the same set of alternatives. Here fuzzy decision is obtained
as a convolution of fuzzy goals and fuzzy constraints.

This confluence principle was detailed by considering three
cases: intersection, product and convex combination of fuzzy
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goals and constraints. It was also shown that the case where the
goals and the constraints were defined as fuzzy sets in different
spaces could be easily reduced to the previous case as they
would be defined in the same space. Furthermore, the authors
illustrated the new decision-making framework by examples of
multi-stage decision processes, stochastic systems in a fuzzy
environment and systems with implicitly defined termination
time.

In «Similarity Relations and Fuzzy Orderings» [16] two
basic kinds of fuzzy relations were defined. The degrees of
similarity and preference were introduced. A fuzzy similarity
as generalization of the notion of equivalence is a reflexive,
symmetric and transitive fuzzy relation. A fuzzy ordering is
a fuzzy relation which is transitive. In particular, a fuzzy
partial ordering is a fuzzy ordering which is anti-symmetric
and reflexive. At last, fuzzy linear ordering meets the extended
condition of linearity: for any two alternatives x, y either
z is preferred to y with a degree p > 0 or inversely y is
preferred to x with a degree 1 > 0. Various properties of fuzzy
similarity and fuzzy ordering relations were investigated and,
as an illustration, an extended version of Szpilrajn’s theorem
was proved.

Zadeh was deeply interested in the problems of natural and
artificial languages that stimulated his studies on semantics.
His main semantic question was «Can the fuzziness of mean-
ing be treated quantitatively, at least in principle? In the paper
«Quantitative Fuzzy Semantics» [17] he gave an affirmative
answer to this question. In the section «Meaning» of this paper
he formulated the basics: «We consider two spaces: a universe
of discourse U and a set of terms 7', which play the roles of
names of subsets of U. Let the generic elements of 7" and U
be denoted by = and y, respectively. Then the meaning M (z)
of a term z is given a fuzzy subset of U characterized by a
membership function p(y | ) which is conditioned on z. For
instance, if we take a color palette, then the meaning of «red»
M (red), is a fuzzy subset of U».

In the following section «Language», Zadeh defined a lan-
guage L a fuzzy binary relation in T' x U that is characterized
by the membership function uL : T x U — [0, 1].

Another semantic-oriented paper which was appeared in
1972, concerned the concept of linguistic hedge. A basic idea
suggested in [18] was that a linguistic hedge such as «very»,
«more», «more or less», «much», «essentially», «slightly» etc.
may be viewed as a nonlinear operator which acts on the fuzzy
set representing the meaning of its operand.

Among Zadeh’s works in 1970’s, four seminal papers are
of special concern: the already mentioned «Outline of a New
Approach to the Analysis of Complex Systems and Decision
Processes» [19], «The Concept of Linguistic Variable and
Its Application to Approximate Reasoning» [20], as well as
«Fuzzy Logic and Approximate Reasoning» [21] and «Fuzzy
Sets as a Basis for a Theory of Possibility» [22].

In [19] Zadeh’s Principle of Incompatibility was formulated:
«As the complexity of a system increases, our ability to make
precise and yet significant statements about its behavior dimin-
ishes until a threshold is reached beyond which precision and



significance (or relevance) become almost mutually exclusive
characteristics». And further: «the key elements in human
thinking are not numbers, but labels of fuzzy sets, that is,
classes of objects in which the transition from membership to
membership is gradual rather than abrupt. Indeed, the perva-
siveness of fuzziness in human thought processes suggests that
much of the logic behind human reasoning is not the traditional
two-valued or even multi-valued logic, but the logic with fuzzy
truths, fuzzy connectives, and fuzzy rules of inference».

Three main features of the proposed new approach were
noticed:

1) use of linguistic variables in place of or in addition to

numerical variables;

2) characterization of simple relations between fuzzy vari-

ables by conditional statements;

3) characterization of complex relations by fuzzy algo-

rithms.

In particular, if x and y are linguistic variables, the condi-
tional statements describing the dependence of y on x can be
written in the form: «If x is small then y is very large», «If
is not small and not large then y is not very large», and so on.
A fuzzy algorithm [13] is an ordered sequence of instructions
(like a computer program) in which some of the instructions
may contain labels of fuzzy sets, e.g. «Reduce x slightly if y
is large», «If x is small then stop; otherwise increase x by 2».

Besides, a compositional rule of inference was proposed
and the notion of «Computation of the Meaning of Values
for a Linguistic Variable» was introduced. Fuzzy relational
and behavior algorithms, in particular, algorithm Behavior,
algorithm Oval, algorithm Intersection, algorithm Obstacle and
others were constructed.

«The Outline of a New Approach...» was really a landmark
paper. It served as a foundation of fuzzy control: on its basis
E.Mamdani developed the first fuzzy controller.

Another keynote paper [20] contained a basic definition
of linguistic variables: «by a linguistic variable we mean a
variable whose values are words or sentences in a natural or
artificial language». In more specific terms, a linguistic vari-
able LV is characterized by a quintuple (L, T'(L),U, G, M),
where L is the name of the variable, 7'(L) is the term-set of
L, that is the collection of its linguistic values; U is a universe
of discourse, G is a syntactic rule which generates the terms
in T(L) and M is a semantic rule which associates with each
linguistic value X its meaning M (X). Here M (X) denotes
a fuzzy subset of U. The meaning of a linguistic value X
is characterized by a compatibility function ¢ : U — [0, 1],
which associates with each u in U its compatibility with X.

In this paper, the examples of term-sets were specified for
Age, Appearance, Truth, Probability, etc. «The specification
of Truth as a linguistic variable with values such as true, very
true, completely true, not very true, untrue, etc., leads to what
is called fuzzy logic. By providing a basis for approximate
reasoning, that is, a mode of reasoning which is neither
exact nor very inexact, such logic may offer a more realistic
framework for human reasoning than the traditional two-
valued logic». Basic logical connectives for fuzzy logic were
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specified. An example of approximate Modus Ponens rule was
given

It was shown that probabilities, too, can be treated as
linguistic variables with values such as likely, very likely,
unlikely, etc.

The paper entitled «Fuzzy Logic and Approximate Reason-
ing» [21] was published in 1975 and was the first Zadeh’s
great publication with reflection on fuzziness in logic (the
short paper of 1974 [23] can be mentioned only in a historical
retrospective).

The term «fuzzy logic» is used in this paper to describe
an imprecise logical system, in which the truth-values are
fuzzy subsets of the unit interval with linguistic labels such
as true, false, not true, very true, more or less true, quite
false, very false, etc. Linguistic truth values are not allowed in
traditional logical systems, but are routinely used by humans
in everyday discourse. The truth-value set is assumed to be
generated by a context-free grammar, with a semantic rule
providing a means of computing the meaning of each linguistic
truth-value as a fuzzy subset of [0,1]. Since is not closed
under the operations of negation, conjunction, disjunction and
implication, the result of an operation on truth-values requires,
in general, a linguistic approximation. As a consequence, the
truth tables and the rules of inference in fuzzy logic are inexact
and depend on the meaning associated with the primary truth-
value true as well as the modifiers very, quite, more or less.

In [21] L.Zadeh summarized: «Perhaps the simplest way of
characterizing fuzzy logic is to say that it is a logic of approx-
imate reasoning. As such, it is a logic whose distinguishing
features are:

i fuzzy truth-values expressed in linguistic terms with
modifiers;
ii imprecise truth tables;
iii rules of inference whose validity is approximate rather
than exact.

In these respects, fuzzy logic differs significantly from stan-
dard logical systems ranging from the classical Aristotelian
logic to inductive logics and many-valued logic with set-valued
truth-values».

In the paper «Local and Fuzzy Logics» [24] the authors
emphasized that «Fuzzy logic is local, i.e. both the truth
values and their conjunctions such as “AND”, “OR” and “IF-
THEN” have variable rather than fixed meanings. This is the
reason why fuzzy logic can be viewed as a local logic. Hence,
the inference process has a semantic character rather than a
syntactic one: in FL, the conclusion depends on the meaning
assigned to the fuzzy sets that appear in the set.

Consequently, fuzzy logic is the result of a double weak-
ening of the basic laws of classical logic. On the one hand,
the principle of bivalence and the law of excluded middle are
rejected, that gives rise to a multi-valued logic and, finally, to a
membership function that allows us to interpret the predicates.
On the other hand, the variability of the meaning related both
to truth values and connectives, makes the logical inference
imprecise.



Later on, in 1994 L.Zadeh already noticed that «The term
fuzzy logic is actually used in two different senses. In a narrow
sense, fuzzy logic is a logical system which is an extension
of multi-valued logic and is intended to serve as a logic of
approximate reasoning. But in a wider sense, fuzzy logic is
more or less synonymous with the theory of fuzzy sets» [25].

Nowadays, a broad concept of fuzzy logic includes fuzzy
sets and linguistic variables (specifically, linguistic truth val-
ues), fuzzy relations and approximate reasoning, fuzzy rules
and fuzzy constraints, test-score (experience-based) semantics
and generalized uncertainty theory, etc. It encompasses a
variety of soft formal methods and tools for fuzzy control,
pattern recognition, natural language processing, and so on. In
some sense, it implements the engineering approach to logical
modeling.

The really close acquaintance of Russian specialists in Ar-
tificial Intelligence, including some authors of this paper, with
Professor L.Zadeh happened at the International Workshop on
Al in Repino near Leningrad in 1977. This scientific meeting
took place in a small resort on the shore of the Gulf of Finland
and was in its own way unique. The leading experts in Al
in Western Europe and North America, mainly its founding
fathers such as J.McCarthy, M.A.Arbib, J.E.Hayes, C.Hewitt,
D.B.Lenat, D.Michie, N.J.Nilsson, R.S.Shank, L.A.Zadeh,
joined forces with their Soviet counterparts to give answers to
new scientific challenges in Al (Figure 7). At this workshop
Professor Zadeh gave a presentation on approximate reason-
ing. In 1960-1970’s L.A.Zadeh was sending to Moisseev and
G.S.Pospelov the preprints of his papers from Berkeley (the
University of California memos). It considerably contributed
to the formation of Soviet specialists in the field of fuzzy sets
and their applications. When reading them, it seemed that a
large team was working on a new topic.

Lotfi Zadeh always treated Soviet scientists very well and
willingly talked with them in Russian. In an informal conver-
sation with him, we noted the importance of fuzzy reasoning
for intelligent systems, thanked him for these preprints and
congratulated with good disciples. How great was our surprise,
when Lotfi said that he had no post-graduate students in the
field of fuzzy sets for a long time. He had post-graduate
students only in the areas of system science and automatic
control. The reason was that fuzzy sets and systems not only
did not find financial support, but were under an unofficial
ban. Then no one knew that everything would change in a few
years, not even years, but months later, and fuzzy technologies,
especially, fuzzy controllers, will begin their triumphal march
through Japan and the whole world.

The paper by Lotfi Zadeh «A Theory of Approximate
Reasoning», as other contributions of this Workshop, was pub-
lished in the volume «Machine Intelligence 9» [26], preface
by Academician A.P.Ershov, edited by J.E.Hayes, D.Michie
and L.I.Mikulich.

After this wonderful meeting, some scientific trips of profes-
sors from the Academy of Sciences of the USSR to Berkeley
were organized (Figure 8).

A seminal paper «Fuzzy Sets as a Basis for a Theory of
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Figure 7. The International Workshop on Artificial Intelligence in Repino near
Leningrad (April 18-24, 1977). From right to left: L.Zadeh is participating in
a discussion, J.McCarthy, computer scientist known as the father of Al, V.I
Varshavsky, Soviet classic in the field of collective behavior of automata,
D.A.Pospelov, founder of Al in Soviet Union

Figure 8. The Soviet scientists from the Academy of Sciences of the USSR
after the workshop in Berkeley (1977). From right to left: L.Zadeh, Ya.Z.
Tsypkin, M.A.Aizerman, E.Jury, A.A.Dorofeuk

Possibility» [22] was published in 1978 in the first issue of
Fuzzy Sets and Systems. Here the main Zadeh’s thesis was as
follows: «When our main concern is with the meaning of infor-
mation rather than with its measure, the proper framework for
information analysis is possibilistic in nature than probabilistic
one. What is needed for such an analysis is not probability
theory but an analogous and yet different. This theory might
be called the theory of possibility. The mathematical apparatus
of the theory of fuzzy sets provides a natural basis for the
theory of possibility, playing a role which is similar to that of
measure theory in relation to the theory of probability».

In [22] Zadeh introduced the concept of possibility distri-
bution function via membership function of fuzzy set and
considered it as an interpretation of fuzzy restriction. The
possibility measure can be easily constructed by possibility
distribution with using max-normalization. To a large extent,
possibility theory is comparable to probability theory because



it is based on set-functions. However, the possibility measure
is a modification of probability measure: the two first axioms
of classical measure—boundary condition and monotonousness
axiom-— are preserved, but the additivity axiom is replaced by
max-axiom (the either-or condition).

The possibility-probability consistency principle was pro-
posed to explain a weak connection between possibility and
probability.

Marginal possibility distributions and conditional possibility
distributions were also studied in [22]. Moreover, the possibil-
ity distributions of composite and qualified propositions were
introduced. Conditional translation rules of type I and type II
were proposed.

In brief, possibility theory is an uncertainty theory aimed
at handling of incomplete information. It differs from the
probability theory by the use of a pair of dual set functions
(possibility and necessity measures) instead of only one. Be-
sides, it is not additive and makes sense on ordinal structures.

According to [27], possibility theory is one of the most
promising off-springs of fuzzy sets that can bridge the gap
between artificial intelligence and statistics. Possibility theory
clarifies the role of fuzzy sets in uncertainty management
and explains why probability degrees, viewed as frequency
or betting rates, can be used to derive membership functions.

The concepts of possibility theory were successfully ap-
plied in PRUF (Possibilistic Relational Universal Fuzzy) — a
meaning representation language for natural languages [28].
In addition to approximate reasoning, PRUF can be employed
as a language for the representation of imprecise knowledge
and as a means of precisiation of fuzzy propositions expressed
in a natural language.

In the opinion of B.Turksen [29], by the late 1970’s, Lotfi
Zadeh and his followers essentially developed the foundation
of applied fuzzy mathematics.

Many Zadeh’s papers in 1980’s were dedicated to applica-
tions of fuzzy sets, fuzzy logic, possibility theory in artificial
intelligence. In[30] it was stressed that «Management of uncer-
tainty is an intrinsically important issue in the design of expert
systems because much of the information in the knowledge
base of a typical expert system is imprecise, incomplete
or not totally reliable. Fuzzy logic subsumes both predicate
logic and probability theory, and makes it possible to deal
with different types of uncertainty within a single conceptual
framework. In fuzzy logic, the deduction of a conclusion from
a set of premises is reduced, in general, to the solution of
a nonlinear program through the application of projection
and extension principles. This approach to deduction leads
to various basic syllogisms which may be used as rules of
combination of evidence in expert systems. Among them
are the intersection/product syllogism, the generalized modus
ponens, the consequent conjunction syllogism, and the major-
premise reversibility rule».

In [31] this fuzzy syllogistic topic was continued: «A fuzzy
syllogism in fuzzy logic is defined as an inference schema
in which the major premise, the minor premise, and the
conclusion are propositions containing fuzzy quantifiers. A
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basic fuzzy syllogism in fuzzy logic is the intersection/product
syllogism. Furthermore, it is noticed that syllogistic reasoning
in fuzzy logic provides a basis for reasoning with dispositions,
that is, with propositions that are preponderantly but not
necessarily always true. It is also shown that the concept
of dispositionality is closely related to the notion of usuality
and serves as a gateway to what might be called a theory of
usuality, a theory that may eventually provide a computational
framework for commonsense reasoning».

The theory of disposition was outlined in [32, 33]. The basic
idea was that «commonsense knowledge may be viewed as a
collection of dispositions, that is, propositions with implied
fuzzy quantifiers». Typical examples of dispositions are: Icy
roads are slippery. Tall men are not very agile. What is rare is
expensive, etc. It is understood that, upon restoration of fuzzy
quantifiers, a disposition is converted into a proposition with
explicit fuzzy quantifiers, e.g., Tall men are not very agile —
Most tall men are not very agile.

Since traditional logical systems do not provide methods
for representing the meaning of propositions containing fuzzy
quantifiers, such systems are unsuitable for dealing with com-
monsense knowledge. An appropriate computational frame-
work for dealing with commonsense knowledge is provided
by fuzzy logic, which is the logic underlying approximate
reasoning. A summary of the basic concepts and techniques
underlying the application of fuzzy logic to knowledge repre-
sentation was given in [34].

In 1990’s Professor L.A.Zadeh perceived a new burst of cre-
ative energy that was resulted in opening innovative scientific
areas—Soft Computing and Information Granulation. In 1994
two pioneering papers on Soft Computing [35,36] appeared.
This Zadeh’s initiative is closely related to the emergence of
hybrid systems in computer science and Al

In biology, hybridization is considered as the most pow-
erful form of integration, when in one organism the various
hereditary features are merged. By analogy, a hybrid system
in Computer Science includes two or more heterogeneous
subsystems, integrated by a shared goal or joint actions,
although these subsystems can have both different nature and
specification languages. In brief, hybrid computer systems use
two or more various computer technologies

According to Zadeh [35,36], the basis of soft computing
is that unlike the traditional hard computing, soft computing
is aimed at an accommodation with pervasive imprecision
of real world. The guiding principle of soft computing is to
exploit the tolerance for imprecision and uncertainty to achieve
tractability, robustness, low solution cost and better rapport
with reality. The role model for soft computing is the human
mind.

Soft computing is not a single methodology. Moreover, it
is not a simple collection of methodologies, but their partner-
ship. The principal partners in this juncture are fuzzy logic,
neurocomputing, genetic algorithms, probabilistic reasoning
and chaos theory. Here fuzzy logic is mainly concerned with
imprecision and approximate reasoning, probabilistic reason-
ing — with uncertainty and propagation of beliefs, neural



network — with learning, genetic algorithm — with search and
optimization, and chaos theory — with nonlinear dynamics.

In essence, fuzzy logic, neurocomputing, genetic algo-
rithms, etc. are complementary and synergistic rather than
competitive technologies. For this reason, it is advantageous
to use them in combination.

The 1st EUFIT (European Congress on Fuzzy and Intel-
ligent Techniques) took place in September 7-10, 1993 in
Aachen (Germany). The arrival of soft computing was the
reason to rename it, beginning from the 2nd EUFIT (the
abbreviation remained the same) into European Congress on
Intelligent Techniques and Soft Computing. After the creation
of Soviet Association for Fuzzy Systems in 1991 (from 1993
it became known as Russian Association for Fuzzy Systems),
we regularly participated at both IFSA and EUFIT congresses
and rather often met L.A.Zadeh. In particular, we have good
memories of the 6th and 7th International Fuzzy Systems
Association World Congresses in Rio de Janeiro (Figure 9)
and Prague in 1995 and 1997 respectively.

Figure 9. The IFSA-95 Conference in Rio de Janeiro. From right to left:
L.A.Zadeh, A.N.Averkin, D.A.Pospelov, A.PRyjov, G.Klir, T. Yamakawa

In Rio Professor L.Zadeh made a presentation «New Fron-
tiers of Fuzzy Logic» and in Prague he was awarded the
B.Bolzano Medal by the Academy of Sciences of the Czech
Republic «For outstanding achievements in fuzzy mathemat-
ics». By the way, he became a Foreign Member of Russian
Academy of Natural Sciences (Computer Sciences and Cyber-
netics Section) in 1992.

Computing with Words (CW) is a methodology in which
words are used in place of numbers for computing and
reasoning. In [37] it was argued that «fuzzy logic plays a
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pivotal role in CW and vice-versa. Thus, as an approximation,
fuzzy logic may be equated to CW».

In two first decades of XXIst century such initiatives of the
Father of Fuzzy Logic as an Information Granulation Theory
and a non-traditional Granular Mathematics program seem
to be of primary concern. In 1979 his work entitled «Fuzzy
Sets and Information Granularity» was published, where in-
formation granules were introduced [38].For some time this
work remained imperceptible. The situation changed in 1997
when L.Zadeh formulated some fundamentals of the Theory
of Fuzzy Information Granulation (TFIG) in his seminal paper
«Toward a Theory of Fuzzy Information Granulation and its
Centrality in Human Reasoning and Fuzzy Logic» [39].

The term «granule» is originated from Latin word granum
that means grain, to denote a small particle in the real world.
In [39] L.Zadeh specified granule as «a collection of objects
which are drawn together by indistinguishability, similarity,
proximity or functionality». There are various classifications of
granules: crisp and fuzzy granules, information and knowledge
granules, time and space granules, etc.

Specifically, the following Zadeh’s granulation principle
[40] is worth mentioning: «To exploit the tolerance for im-
precision, employ the coarsest level of granulation, which is
consistent to allowable level of imprecision».

Granulation is a basic property of human cognition. There
are three basic concepts that underlie human cognition: gran-
ulation, organization and causation. Informally, granulation
involves decomposition of whole into parts; organization in-
volves integration of parts into whole; and causation involves
association of causes with effects.

The TFIG is inspired by the ways in which humans granu-
late information and reason with it. However, the foundations
of TFIG and its methodology are mathematical in nature. The
point of departure in TFIG is the concept of a generalized
constraint. A granule is characterized by a generalized con-
straint which defines it. The principal types of granules are:
possibilistic, veristic and probabilistic.

In Zadeh’s opinion, «the fuzzy information granulation may
be viewed as a mode of generalization which may be applied
to any concept, method or theory. Related to fuzzy granule,
there are the following principal modes of generalization:

1) Fuzzification (f-generalization). In this mode of gener-
alization a crisp set is replaced by a fuzzy set.

2) Granulation (g-generalization). In this case, a set is
partitioned into granules.

3) Randomization (r-generalization). In this case, a variable
is replaced by a random variable.

4) Usualization (u-generalization). In this case, a proposi-

tion expressed as X is A is replaced with: usually (X
is A)».

The TFIG provides a reliable basis for computing with
words [37]. The point of departure in CW is the observation
that in a natural language words play the role of labels of fuzzy
granules. In computing with words, a proposition is viewed
as an implicit fuzzy constraint on an implicit variable. The
meaning of a proposition is the constraint which it represents.



In CW, the initial data set (IDS) is assumed to consist of
a collection of propositions expressed in a natural language.
The result of computation, referred to as the terminal data
set (TDS), is likewise a collection of propositions expressed
in a natural language. To infer TDS from IDS the rules of
inference in fuzzy logic are used for constraint propagation
from premises to conclusions.

There are two main rationales for CW. First, computing
with words is a necessity when the available information
is not precise enough to justify the use of numbers. And
second, computing with words is advantageous when there
is a tolerance for imprecision, uncertainty and partial truth
that can be exploited to achieve tractability, robustness, low
solution cost and better rapport with reality.

The 1st International Conference on Soft Computing and
Computing with Words in System Analysis, Decision and
Control was held in Antalya, Turkey, on June 6-8, 2001. It
was dedicated to the 80th anniversary of Professor L.A.Zadeh.
The jubilee himself gave a lecture «A critical view of the
foundations of control and decision». He pointed out that «<CW
opens the door to a potentially radical enlargement of the role
of natural language in science and, in particular, in information
processing, decision and control».

Even in 2000’s after his 80th anniversary Professor
L.A.Zadeh continued to work actively. He extended CW to
computing with perceptions [40-42] developed the theory of
generalized constraints [39] and the generalized uncertainty
theory [43], introduced the concept of fuzzy validity [44],
proposed an extended fuzzy logic based on fuzzy geometry
and fuzzy transforms [45,46], as well as the restriction-
centered theory of truth [47], with truth values interpreted as
fuzzy restrictions, the theory of Z-numbers [48], i.e. two-fold
numbers, where the first component is a restriction, and the
second component is a measure of reliability (certainty) of the
first one.

In 2000-2010’s Lotfi Zadeh was a Professor of Graduate
School and served as the director of BISC (Berkeley Initiative
in Soft Computing). The BISC program of UC Berkeley
was positioned as a leading organization of fundamental and
applied investigations on soft computing. An important part of
its activities was to hold meetings and conferences.

The BISCSE’05 International Conference was held in the
University of California, Berkeley, in November 2-5, 2005.
Here SE stands for Special Event in Honor of Professor Zadeh,
which was organized in occasion of the 40th anniversary of
his seminal paper on fuzzy sets. The event was well attended
by most of the pioneers in fuzzy logic, and by prominent
researchers and practitioners around the world who were
interested in expanding the knowledge frontiers by the use
of fuzzy logic and soft computing methods.

This event was a good occasion to congratulate the Father
of Fuzzy Logic and to give diplomas of honorary doctor of
Ulyanovsk State Technical University and Tver State Univer-
sity (Figure 10).

At the World Congress of the The International Fuzzy
Systems Association in June 2007, Cancun, Mexico, 86-year
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Figure 10. Professor L.A.Zadeh receives the honorary doctorat from
Ulyanovsk State Technical University. Three Presidents of Russian Associ-
ation for Fuzzy Systems and Soft Computing (in different years) — Ildar
Batyrshin, Nadezhda Yarushkina and Alexander Yazenin congratulate the
Father of Fuzzy Logic on the 40th anniversary of Fuzzy Sets. Berkeley.
November 2, 2005.

old L.A.Zadeh gave the hour-long plenary talk «Fuzzy Logic
as the Logic of Natural Languages». As always, he was glad to
talk on the sidelines with participants from Russia (Figure 11).

Figure 11. Lotfi Zadeh and vice-president of Russian Association for Fuzzy
Systems and Soft Computing Valery Tarassov at IFSA-2007 World Congress
in Cancun, June 19, 2007

In a few months we talked again to Professor L.Zadeh,
already in Europe, at the 5th EUSFLAT Conference in Ostrava.
The 6th World Conference on Soft Computing dedicated to
95th anniversary of L..A,Zadeh took place in Berkeley in May



22-25, 2016. Ildar Baryrshin and Vadim Stefanuk attended this
conference as advisory co-chairs and made their presentations.
It was the last meeting with Lotfi Zadeh.

Figure 12. Vadim Stefanuk, a pioneer of Al in the USSR, at Zadeh’s office
in Berkeley: the last meeting. May, 2015

The scientific strength of the theory is largely determined
by the possibilities of its further evolution and extension, the
resonance it causes in the scientific community. Fuzzy set
theory has not been the only model that has been introduced
to deal with imprecise and uncertain information. During the
past five decades a lot of new models have been proposed to
mathematically tackle incomplete information. Some models
are extensions of fuzzy set theory and others use a different
path.

The following set theories were created after Zadeh’s paper
on fuzzy sets [7]: Type-2 fuzzy set theory and L-fuzzy set
theory, Flou set theory and L-flou set theory, Interval-valued
fuzzy set theory and Probabilistic set theory, Intuitionistic
fuzzy set and Twofold fuzzy set theory, Grey set theory and
Soft set theory, Toll set theory and Bipolar fuzzy set theory,
Vague set theory and Theory of imprecise probabilities, Rough
set theory, Fuzzy rough set theory and Rough fuzzy set theory,
etc. (see [49,50)).

The role of Lotfi Zadeh in the modern world is not lim-
ited only to scientific achievements that opened the age of
innovative fuzzy technologies. His extraordinary destiny, his
own graded membership to different nations and cultures,
comfortably carried through the whole life, that had directed
his international activities, made a valuable contribution to the
formation of planetary scientific community of XXI century. It
accelerated the emergence of a new synergistic scientific vision
that supposes a symbiosis of eastern and western traditions.

And yet, it is great that last travel of Lotfi Asker Zadeh
was his way back to Baku. He returned 86 years later to his
hometown of a new country which is proud of a great man.
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BCIIOMUHA4A JIOT®U 3A/IE
ITocienos 1. A, Credaniok B.JI, Asepkun A.H.,
Bareipmmn U.3., Tapacos B.B., dpymkuna H.T'.,

Azennn A.B.

CTaTbﬂ KOJIJIEKTHUBa aBTOPOB IIOCBAIIICHA ITaMATHA IIPO-
deccopa Jlordu 3ajie — BBIIAIOIIErOCs: yIeHOr0, BHECIIIETO
KPYIHBII BKJIaJ B Pa3BUTHE TEOPUU YIIPaBJIEHUS U IIPU-
KJIQJTHO MaTeMaTHuK¥, WH(MOPMATUKH M HCKYCCTBEHHOI'O
HNHTEeJIJIEKTa.

Jlordu 3Bame Bxoaua B KOropry HEMHOIOYHCJIEHHBIX
YYEHBIX-TIEPBOOTKPhIBATEIEN, KOTOpBble T'€HEPUPYIOT HO-
Bbl€, OPUIMHAJbHbIE HAydHble UIen U (HPOPMHUPYIOT 6a30-
Bble HAay4HbIE [APAIUrMbI, U3MeHsifomue Hamr Mup. OH
OBLI OCHOBOIOJIOXKHUKOM TEOPHU HEYETKUX MHOXKECTB U
JINHIBUCTUYECKUX IIEPEMEHHBIX, «OTIIOM» HEYETKON JIOI'H-
KM W TPUOJMAKEHHBIX PACCYXKICHUN, POJTOHAYATLHIKOM
TEOpUU BO3MOXKHOCTH U OOOOIIEHHOI Teopuu Heolpese-
JIEHHOCTH, CO3/IaTeseM KOHIENIT I'PAHYISPHBIX U MATKAX
BBIYHCJIEHUH, BBIYUCJIEHHIA CO CJIOBAMH U IIE€PIEIITUBHBIMUI
OIIEHKaMH, aBTOPOM TE€OPUU Z-UHCeJI.

Ero uzaen u Teopum He TOJIBKO OTKPBLIM HOBYIO SIOXY
B PA3BUTUU HAYYIHON MBICIU, CBOOOJHYIO OT OTpAHUIEHMI
V3KHUX HAYYHBIX HAIPABJICHUN M CIIOCOOCTBYIOIIYIO MX CH-
Heprusmy. OHE BHEC/IM BECOMBII BKJIaJ B pa3BUTHE HOBBIX
“HQGOPMAIMOHHBIX U KOTHUTHBHBIX TEXHOJIOTHUIl, IIPUBEIN
K €O3/IaHNI0 3 HEKTUBHBIX TPOMBIIIIEHHBIX TEXHOJIOTHUIA,
TaKUX KaK HEYETKHE KOMIIBIOTEDHI U IIPOIECCOPHI, HEIET-
KHe PeryJIsiTOpbl, HEYETKHE CUCTEMBbl KJIACTEPHU3AIUUd U
pacro3HaBaHusl, 1 MHOTHE JIPYTHE.

Pousib JI.3as1e B cOBpeMeHHOM MHUpe HE OrpDaHHYNBAET-
Cd ero JOCTHZKCHUAMU B O6J'I3CTI/I HayKH1 n TEXHOJIOTHA.
Ero neobpranasi cobcrBennast buorpausi, Bcst TBOpUIECKast
KU3HDb U ME2KJIyHapOoaHasdA JAeATEeIbHOCTH BHEC/IN HEOIICHU-
MBIl BKJIaJ, B (POPMUPOBAHUE €IMHOTO OOIIEIITIAHETAPHOIO
HAYHOTO COOOITECTBA B 9Py «CETEBOTO WHTE/LIEKTAY, CIIO-
cOOCTBOBAJIN CTAHOBJIEHUIO HOBOI'O HAYYHO-TEXHUIECKOI'O
MUPOBO33PEHMUS, TPEIITOIATAIONIET0 CHMON03 BOCTOUHDBIX 1
3aIa/IHBIX KYJIBTYP.

ABTOpPBI OBLIN JIMYHO 3HAKOMBI 1 HEPEJIKO BCTPEYAINCDH C
«Ormom Hederkoit sjorukuy. [losromy oHE cTpeMminch He
TOJIBKO OIIMCaTb OCHOBHBIE 3Tallbl 2KU3HEHHOI'O IIYTHU U Ha-
yaHOrO TBOpUecTBa JloTdu 3aje, HO U paccKa3aThb O MHO-
I'mx O6CTO§ITeﬂbCTBaX 1 3IIM30JaX €ro >KMU3HHU, CBA3aHHbIX
¢ Coserckum Coro3zom u Poccueit, a TakKe MOAEIUTHCS
BOCIIOMUHAHHSIMU O JINYHBIX BCTPEYAX C BEJIMKUM yIEHBIM
" 3aMeYdaTeJIbHbIM YE€JIOBEKOM.



[Tamarn KOpuga Ponannosnua BanbkmaHna

FOpuit Ponangosuu Banbkman
(26 mapra 1948 r. — 16 ampess 2017 1.)

16 anpess 2017r. B Kuese Ha 70-M 1oy yines u3 KU3HA
Halll JPYTI U KOJLIera, U3BECTHBIM COBETCKUU M yKpauH-
CKUfl y4eHbll B 00sacTé MHAMOPMATUKUA U HCKYCCTBEH-
Horo umHTesuiekta (UN), saBemyrommii oTaegoM pacrpe-
JIeJIEHHBIX MHTEJUIEKTYAJIBHBIX CUCTeM MeXKIyHapOIHOTO
HAYHO-YIeOHOr0 IMEeHTPa MHMOPMAITMOHHBIX TEXHOJIOTHI
u cucteM HarumonaabHoit akajieMun HayK YKpawabl 1 Mu-
HUACTEPCTBA 0Opa30BaHUs W HAYKH Y KPaWHBI, Mpodeccop
Kadeapbl MATEMATHIECKIX METOI0B CHCTEMHOIO aHAJIN3a
HamnmonaapHoro TeXHUYECKOrO YHUBEPCUTETA Y KPAWHBI
«Kuesckuii nojmrexnnyeckuii nucruryr (HTYY KIIH)
uM. Uropsi CHKOPCKOro», WjieH MPOrPAMMHOIO KOMUTETa
vunackux KoHdepenrmit OSTIS, mokTop TexHUIecKux Ha-
yK, mpodeccop FOpuii Posranmosia Banbkman.

On ObLT BeAyIIUM CIEIMUHAJIUCTOM YKpawHbl B 00-
JIACTH HWHTE/UIEKTYAJbHBIX CHUCTEM U TEXHOJIOTHUil,BUIlE-
pe3nuieHTOM MeXKIyHapO HOM AaCCOIUAINN  CcO3JaTeeit
1 ToJib3oBaresiell nnTeseKTyanbuex cucreM (ACIINC),
weroMm CoBerckoii, a 3areM Poccuiickoil accoruarmm
uckyccrserHoro unresnekta (PANI) u MexaynapomHoit
ACCOTMAIIMY KOTHUTUBHBIX UCCJICTOBAHUIN.

IOpa Basgbskman pomuiicst 26 mapra 1948r. B HeGoJIbITOM
ropojie Iaiine B llerTpanbroit vactn dcronnn. OKOHIMIT
B 1971 r. mexmar KueBckKoro rocymapcTBEHHOTO YHU-
Bepcurera uM. T.I.IIleBuenko. ITocre ciyx0b1 B apmun
ObL1 TIpUHAT Ha pabory B UHCTHTYT KHMOEpHETUKU UM.
B.M.I'nymkoBa B OT/ZeJI, KOTOPBIM DPYKOBOJUI 3aMECTHU-
Tesib aupekropa Mucruryra mo Hayke, a.TH. (Oymymmii
akagemuk) Buagumup Wnbna Ckypuxus. DTOT OTIIEI]
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3aHUMAJICA MPODTEMATHKON pPa3pabOTKM CHUCTEM aBTO-
MaTU3UPOBAHHOIO IPOEKTUPOBAHUSA CJIOXKHBIX OOBEKTOB
¥ aBTOMATU3NPOBAHHON 0OPAOOTKU IKCIEPUMEHTATBHBIX
nanablx. COOTBETCTBEHHO, IEepBOi Hay4dHOU Temoit FOpus
Bambkmana crama obpaboTKa pPe3yJabTaTOB MCIIBITAHUIA
CJIOKHBIX OOBEKTOB.

B 1986r. FO.P.BanbkMman 3aiuTiyI KaHUJIATCKYO JTAC-
cepranuio 1o cuernuajgbaoct 05.13.11 — maTeMaTudeckoe
U IPOrPaMMHOE 00ECIEUeHNE BBIUUCIUTEIHHBIX MAITHH U
cucreMm, a B 1997 roay B TBepu — JOKTOPCKYyIO Juccep-
Tanuio Ha TeMy «lVcciieoBaHne CJIOYKHBIX OOBEKTOB B
MOJIETBHO-TIAPAMETPHIECKOM TIPOCTPAHCTBE» (MO CIerny-
ampaOoCcTH 05.13.16).

B 1980-1990-e rompl mpumHMMaJ ydacTHe B pPa3paboT-
K€ KPYIIHBIX ITPOrPAMMHO-MHMOPMAITMOHHBIX KOMIIJIEKCOB
CUCTEM ABTOMATHU3AIMK WCCIEIOBAHUN W MPOEKTUPOBA-
HHUS CJIOXKHBIX O0beKTOB HOBOH Texuukm: TEMII — cu-
creMa 0OPabOTKH PpE3yJIbTATOB JIETHBIX WUCIBITAHUI (T
ZKykosckuit), TEJTUOTPA® — aBroMaTu3upoBaHHasl CH-
cTeMa HAYYHBIX WUCCJIEIOBAHUN THAPODUINMIECKUX O0b-
exktos (r.Cesacronomns), YEPTEXK - cucrema asroma-
TU3AIUN UCCJIEIOBATEIHCKOTO TPOEKTUPOBAHUS CJIOXKHBIX
msnenmnit kopabsecrpoenus (r./lenunrpan), U3NUH — cu-
cTeMa yIpaBJieHns 6a3aMu JAHHBIX, OPUEHTUPOBAHHAS HA
06paboTKy pe3yabTaToB nccienosannii (r.Teeps).

B Uucruryre kubeprerunku HO.P.Bajsbkman mnpopabo-
Taj OKOJO 25 JieT BIUIOTH 10 €ro CTPYKTYPHOH peopra-
Hn3anua B 1990-e 1ogpl M IlepeopueHTAINN TPUKJIATHON
temaTukn. Bmecre ¢ akagemnkom B.J.CkypuxuHbIM OH
neperiiesi B oopazoanubiii B 1997r. MHYI undopmaru-
ouHbIX TexHojioruii u cucrem HAH Vkpamasr 1 MOH
VKpauHbl, TJe HOJYyYIUT JOJKHOCTH 3aBEIYIOIEero HO-
BbiM OT/E/IOM pacHpeieIeHHBIX WHTEIEKTYAIbHBIX CH-
creM. PaboTas B cocraBe peJKOJIIErnii BeyINUX HAY THBIX
KypHaJoB: «IIporpamMmibie TPOIYKTHI U CUCTEMbI», «H-
TeJUIEKTYAJbHBIE CUCTEMBl M TeXHOJIorum», «OHTos0orns
TIPOEKTUPOBAHUST».

Aptop 6osiee 300 HaydIHBIX TyOJUKAIWL, B TOM YHUCIIE
5 monorpadmuii, 9 yuebHO-MeTOIMIecKUX ocobmit. Kpar-
KO OIHIIEM OOJIACTH €ro HCCIeI0BATEIbCKUX HHTEPECOB
U OCHOBHBbIE KOMIIOHEHTBHI Hay4YHOro BkJjana. Cpeiau ero
Jyamnux Kaur: «AndopMannornibie TEXHOTOTHN B UCTIBITA-
HUSIX CJIOKHBIX OOBEKTOB: METOJIBI U cpejicTBay [1*]; «Uu-
TeJIEKTYAJIbHBIE TEXHOJOTUH MCCIIEI0OBATETHCKOTO TTPOEK-
TUPOBaHUsS: (POPMAJIbHBIE CUCTEMBI I CEMHOTUYIECKHE MO-
nemm» [2%], «MomenbHO-TapaMeTpUIecKoe MpOCTPAHCTBO:
TeOpHsl U IIPUMEeHeHue» [3*].

Ioxkaumyit, myuamas monorpadus FO.B.Bampkmana [2%]
MOCBSIIIEHA TPOOJIEMaM CO3/IaHUsl HOBBIX KOMIIBIOTEPHBIX



TEXHOJIOTHH MPOEKTUPOBAHUS CJIOKHBIX 00BHEKTOB. Ily-
TeM HMHTerpanuu GOPMAJBHBIX CHCTEM U CEMHOTHIECKUX
Mojiesieit pa3pabOTaHbl METO/IOJOTUYECKNE U TEOPeTUte-
CKHe OCHOBBI CO3/[aHus 0a3 3HAHWIT MPOEKTHPOBIIUKOB,
KOHCTPYKTOPOB HCCJIe0oBaTe/ el CJIOXKHBIX HU3IeJUi HO-
Boit Texamku. Ocoboe BHUMAaHUE YAETEHO (hOPMATLHBIM
KOHCTPYKIIUSIM IApaMeTPOB U MOJeJIeil JijisT pa3paboTKu
«HCUIUCJIeHNsT OOJTMKOB CJOXKHBIX 00BEKTOB». Paccmorpe-
HBI TPOOJIEMBI, IPUHITUIBI B METOJbI OTIYKJICHUS TPYIHO-
dopMaIM3yeMbIX 3HAHUI MPOEKTAHTOB, MPE/JIOXKEHDBI Ba-
pUAHTBI UCIIOJIL30BAHUS UJEil COBMEIEHHON pPaspadOTKH
(Concurrent Engineering) B nccsie0BaTebcKOM MPOEKTH-
posanuu [7]. Beigesenst ocaosubie HE-bakropst (B cMmbIc-
se A.C.HapuHbsiHM) HA PAHHUX ITANAX MPOEKTHPOBAHUSI
U OIMCAHBI MATEMATHIECKUE CPEJICTBA UX MOJIETNPOBAHUSI.

B knure [3*] ¢ mespo0 MOCTPOEHUST MYJIBTUMOJEJb-
HOI, IeTeporeHHO, MHOTOMEPHOM, CJA0KHOCTPYKTYPUPO-
BAHHOU, CEeMaHTUYE€CKU HACBIIEHHON BbIYNCIATEIbHOMN
cpenbl BBEJEH U HCCJIEIOBAH HOBBI (DOPMAJIBHBIN ara-
paT, Ha3BAHHBIN MOJIEIBLHO-TAPAMETPUIECKUM TPOCTPAH-
crBoM. Ompesienenbl MePhl COBMECTUMOCTH U COTJIACOBAH-
HOCTHU MoJieJiell 3HaHUil B 9TOM IPOCTPAHCTBE.

FOpuit PonannoBuu Bcerga ObLI MHUIIMATOPOM W CTO-
DPOHHIKOM TECHOT'O COTPYIHUIECTBA MEXKJIy POCCHICKIME
n yKpamHCKUMHU yI€éHbiMu. OH aKTUBHO YYaCTBOBAJI B
Hay4IHBIX MeponpuaTusx PAWN, B Tom dYmcie modTu BO
Bcex Hammonanpubix koudepenrmsx mo U: or KNUN-1992
zo KMN-2016 (em. ero padorst [5],[7],[13],[14],[17],]20],[21],
[22],]29],[40],[46],[47],[49],[50]), menan mieHapHBE JOKIIA-
JBI Ha MEXKIYHAPOJHBIX HayJIHO-IPAKTUIECKUX KOHbe-
penruax «/HTerpupoBaHHDBIE MOJE/IN U MATKAE BBIMHCIIE-
uusi» B Kosomue (puc.1) [15],[26],[37],[38],[48],[51], BbiCTY-
maJjI Ha KPYIHBIX POCCUICKNX KOHMEPEHIUAX 110 KOMITHIO-
TEpHOIl JIMHIBUCTUKE U MHTE/JIEKTYAJbHBIM TEXHOJIOTHSIM
«[Iuajors [34], a Takyke ObLI OJHMM M3 I[VIABHBIX Opra-
HU3ATOPOB MEXKTYHAPOIHBIX Komdepentuii « nremmekTy-
anbHbli aHagn3 wHpopManuu» uMm. T.A.Tapan (puc.2),
npopoguemuxcss B Kuese B HTYY KIIU (em. pabors
[16],[18][39],[41],[44], [46], [47], [52])-

FOpa (umennO Tak, 6e3 BCSIKHX [EPEMOHMUIA, €ro BCera
3BaJIM JIPy3bsi M MPOCTO 3HaKoMble) mpumén B UM xak
CJTO’KUBIIANCS CIEUATUCT B OOJACTH ABTOMATH3AIINH UC-
CJIEZIOBATEILCKOIO MTPOEKTUPOBAHUS M HCIBITAHUN CJIOXK-
HBIX TEXHUYECKUX 00bEKTOB, Takux Kak kopabsmu [1],[10] u
camosiersl [2]. Tlosromy npumepno o cepemunbl 1990 rr.
GOJIBITUHCTBO €ro MyOIUKAINH HOCHIN TPEHMYIIIECTBEHHO
IIPUKJIQTHON XapaKTep: MM BeJUCh MOUCK M pa3paboTKa
HOBBIX KOMIIBIOTEPHBIX METOIOB U HH(POPMAIMOHHBIX TEX-
HOJIOTHIl B IEJISX MHTEVIEKTYAIN3AIINN TPOEKTHPOBAHNS],
UCHBITAHAN U JPYTUX STAMNOB YKU3HEHHOT'O CJIOKHBIX U3-
JIEJIAA.

Hayunsie uarepecst FO.P.Bajibkmana mporim HeCKOIb-
KO 9TaloB pPAa3BUTHS OT ABTOMATHU3UPOBAHHBIX CHCTEM
00pabOTKM PE3yJIbTATOB HCILITAHUI CJIO2KHBIX OOBLEKTOB
[11],[12], cpencrs unrestexryasmsaiun CAIIP [3],[4],[9]
u ACHTU [12| no mpobGisieM MOJeaMpoOBaHUsl OGPA3HOIO
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MBIIJICHNS] U MHTYHIMY, KOPHUTUBHOM rpadukn [29], [30]
U KOTHUTHUBHOIN cemuoruku [46], [48].

BuakomcTBo B 1990-x romax ¢ rpymamu JI.A.ITocnesosa
no mupukaagHoit cemmoruke [1d],[2d], wmomorpadmeit
A.A.Benkuna 1o koruurusHoit rpaduxe [3d], nxesvu HE-
dakropos A.C.Hapunbsinu [4d]|, obcy:kiaeHne TeHseHImit
pazsutus VU kak B kynyapax KU, tak u ¢ kpynHeii-
UMY YKPAUHCKUMU YYEHBIMU, PabOTaBIIMMU B 9TON 00-
JIACTH WJIM CMEXKHBIX aucnuiinaax — A.A.JlerndyeBckum,
B.II. Tnanynom, 3.J1.Pabunosuyem, T.A.Tapan, u ap. —
npuBesn K 3apoxkjgenuio y HOpbl rimybokoro wmHTEpeca
K psijy Teopermyeckux obsacreit MU, rpynmmpyembrx
BOKDPYT TTPOOJIEMBI MOJIETUPOBAHUST OOPA3HOTO MBIIIICHIS
7 uHTynnuu desiopeka. Ocoboe MeCTO B 9TOM Psily 3aHsII
nayaubiii cemmuap <«OTpaxkenne 0OpPA3HOTO MBINIIEHUS
U UHTYWAIUU CIEIUaINCTa B CHCTEMAaX MCKYCCTBEHHOI'O
uaTeiekray u gokaaz J.A.Ilocnemosa [5d], woropsrit
CTAJI PEIIAOIINM TOTIKOM.

IIpumepno uepes nosroga nociae KNN-2014 (puc.3), 27-
28 mapta 2015r., B Kazanu nponura HaydHas KoHbeEpeH-
s B 00JIaCTH IIPUKJIAIHON CEMUOTUKY M MOJIETUPOBAHUS
B cdepe rymaHuTapHbix Hayk. Ona 6bLTa TIOCBsATIEHA 60-
steruto akagemuka AH PT JLI. CyneiimanoBa u 5-jieTuio
Wncrnryra «Ilpuknagmas cemmoruka» AH PT. Ha wmeit
FO.P. BasibkMaH BBICTYIIWI C ILUIEHAPHBIM JIOKJag0M. 11o
uTOraM KOH(MEpeHInn ObLIa OMyOIMKOBAHA KOIIEKTUBHAS
monorpadusg ¢ ero ygacruem [4%].

Tax y IOpbr chopmupoBasnch HOBbIE HAaydHBIE WHTE-
pecbl B obsactu VU, koropble yKazaHbl Ha OOJIOXKKaX
ero kaur u crareir Kouma 1990-x romosB m 2000-x rom0B:
KOIHUTHBHAS rpaduKa U IPUKJIATHAST CEMUOTHKA, SI3BIKU
00pa3HOTO MBINLJIEHNST W KOTHUTHBHOE MOJIETNPOBAHNE,
HE-dakropsl 3uanunii [26],[27],[28]u xormuTHBHAS CeMu-
oruka[4*],[46],[48], oguum u3 ocHoBareseil KOTOPOH OH
SIBIISIETCS.

B 2004r. Boimen B ceer xkypuan PANN «Hosoctu wnc-
KyCCTBEHHOT'O MHTeJIeKTay, N2, cofepKaBImii pyopuKy
«Monenuposanne HE-dakTopoB—KiioueBoe HampasieHne
NN B nauase XXI-ro Bekas. [Tocse padorsr A.C. Hapunbs-
au «HE-dakTopsl: KpaTKoe BBejieHNE» ObliIa OIyOJINKOBa-
Ha 3aMedaresbHas crarbd F0.B.Banbkmana [27], rue Gbi-
JI PaccMOTPeHbl MeTobl MofesupoBanuss HE-dakropos,
MOKa3aHa WX POJb B OOPA3HOM MBIIIICHUS, TPEIOKEHA,
kiraccuduranus HE-dpakropos B cucrem koopaunar «HE-
daKTOPBI — METOJBI — O0BEKTHI». B 3aKIIOUeHNN COmep-
JKUTCS «OCHOBHOH BOIIPOC» MCKYCCTBEHHOI'O HHTEJLJIEKTA
nadanga XXI-ro Beka: MoxKeT i UCKYyCCTBEHHAs CHCTEMa,
HA3bIBATHCS] WHTEJJIEKTYAIbHON, €CIM OHA HE MOJEIUPYET
kakwue-u60 HE-dakTopsr?

Vike Oyaydn TsKem0 OOMbHBIM, OH OpraHu3oBaj Kpyr-
JIBIE CTOJI TI0 KOTHUTUBHON cemmoruke na KWU-2016 B
Cwmoutencke (puc. 4) u npussu ydacrue B cbesge PAVIN
(puc. 5).

CBo1o nIepByIo paboTy 1Mo KOrHUTUBHON cemuoTnke FOpa
omybsukosas B 2012r. [46]. KorauTusnast ceMuoTuka — 510
HayKa O METOJIaX TOJIyJIeHNsT 3HAHUIN N3 3HAKOBBIX CTPYK-



Puc. 1.

Ob6uee doro mepex nporynkoil Ha remnoxoge mo Oke. FO.P.Bampkman cpefu y4acTHHKOB HayIHO-IPAKTHUYECKON KOH(MEPEHIUH

«/lHTerpupoBaHHbIe MOJIE/IM U MSATKHAE BBIYUCJIEHHUS] B UCKYCCTBEHHOM MHTeJLIeKTe». Kosomua, 28 masa 2009 r.

Puc. 2. Tlocne xoudepennun «HTe/IeKTya bHbINA aHAIN3 THDOD-
maruu—2010. FO.P.Basmpkman u B.B. Tapacos B My3ee 0] OTKPBITHIM
neboM «Kues B Mmunnatiope». Kues, 19 mas 2010r.

Typ U, HA0OOPOT, METO/IAX CHHTE3a 3HAKOBBIX KOHCTPYK-
Ui, MOPeICTABIAIINX CTPYKTYpbl 3HaHUil. B ocHoBe
9TUX METOOB JICZKHUT HIesd BSaI/IMO‘ILefICTBI/IH TpexX MHPOB
(cormacuo 3BosmonuonHoii sumcremonorun K. ITonnepa) —
peaJIbHOro, Mupa 3HAKOB M MEHTAJbHOIO MUpa. B pamkax
KOIHUTHBHON CEMHUOTHKN MOXKET PACCMATPUBATHCHA BECh
CIIEKTp IPODOJIEM CHHTE3a U aHAJIN3a CMBICJIOB, OILpe/IeIe-
HUs 3HAYEHWI PA3HBIX 3HAKOBBIX CTPYKTYD, MOHUMAHUSI
CUTYaTUBHOIO TIOBEJEHUsl JIIOJeil U MX KOJUIEKTUBOB, I10-
3HAHUSI MUDA B IEJIOM.

IIpodeccop FO.P.Banmbkman ObLI SApKUM, 3aMedaTelib-
HBIM II€JarOrOM, BOCIIUTABIIAM MHOTHE IIOKOJIEHUS CTY-
nentos B HTVYY KIIU, Kuesckom HarmmonajabHOM YHUBED-
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Puc. 3. Ha koudepenruun KNM-2014 B Kazaun: FO.B.Banbkman,
J.11.Cynetimanos, A.IT.Epemees.

curere uM. Tapaca Ilesuenko, HY «Kueso-Morunsuckas
akajeMusgy. Ero JeKIuoHHas Harpy3ka Oblaa MPOCTO KO-
JoccastbHOM. Jlaxke B ITOCJI€/IHUE MECSIIbI YKU3HU OH IIPO-
JIOJIZKAJT IUTATh CBOW JIEKIUU B YIAJEHHOM PEXKHUME IO
WHTEPHETY ¥ 3aBOEBaJjl y HUYEro He MOJ03PEBABIIAX O €ro
TSIZKEJIOM COCTOSTHUM CTYAEHTOB PEITyTAIIAIO «ITPOIBIHYTO-



Puc. 4. FOpuii Ponangosnu Banbkman BeicTynaer na Kpyriaowm crosie
no korHutuBHOU cemuoruke Ha KUI-2016. Cmonenck, 7 okrsbpst
2016r.

ro» mpodeccopa.

IOpuit Pomanmosua Basnbkman ObL1, HaBepHOe, TJIaB-
HbiM ucropuorpadom PANN, Ha npoTsizKeHun MHOTHX JIeT
HEYCTaHHO (DUKCHPOBABINUM Ha BUJEO BCE HAIIM OCHOBHBIE
COOBITHSI.

Puc. 5. Ha BeiGopax ucroskomMa u HaygHoro coera PAVU FOpwmit
PonannoBuy moutn Beerya ObLI «IVIABHBIM» — IPEJCEIATENIEM CYET-
soit komuccuu. CMouteHcK, 5 okTsabpst 2016r.

MpbI XOpOIIIO IIOMHHUM €ro, CHUJISIIMM C BUJIEOKAMEpOil
(puc. 6) ma muormx koudepenmusax PAUNN. Bmaromaps
eMy, MbI MOXKeM HailTu cerojiisg Ha YouTube m apyrux
pecypcax JOKJIAIbI U JIEKIINNA BEIYMNX YICHBIX [0 UCKYC-
CTBEHHOMY HHTEJIJIEKTY.

Hocoeganit npuesn FOpsr B MuHCK cocrosiicst B aB-
rycre 2017r. Ml mpemjioxKuIM eMy TPUHSATH yIacThe B
COBMECTHOM IIPOEKTE, W OH 0e3 KoJIeDaHUil COrIacHJIC.
ITorom Obma moe3nka B HecBmkckuit 3aMOK, MPOTYIKA
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Puc. 6. FOpuit Ponangosruya BajibKMaH OTCHSII I€CSATKU BUIE0KACCET
C JIEKIUSIMU U JIOKJIAJaMF BeJymux ydenbix PAVN

K 3HAMEHUTOMY TAMSATHHUKY CODaKe, CIIACIIedl XO3SIUHY
3aMKa YKU3Hb BO BPEMs OXOTBHI.

FOpa 6b11 10OPBIM, YBAEKAIOMIMMCS U XKU3HEPATOCTHBIM
YEeJIOBEKOM, HMMEBHINM MHOXKECTBO 3HAKOMBIX B Pa3HbIX
«TyCOBKax». B mepmoji coBeTCKOi IOHOCTH OH 3aHUMAJICS
TOPHBIM TYPU3MOM, ObIJI MHCTPYKTOPOM U UCXOJIUJI BECh
Kpobmvm. 2Kenusmucs #Ha JInaun MemarnioBoit — TajganTim-
BOI1 JKeHIIIHE, XOPOIIIO U3BECTHOIT JIobuTessiM 6apI0BCKOI
TeCHU, OH OBICTPO CTAJ CBOMM B UX OCODOI My3bIKATIBLHOI
cpere. B 3pesioM Bo3pacTe OH yBJIEKCs IIyTEIICCTBUSAMU
u m3be3nua noamupa. Yxke B 2000-e ToaBI OH BMeECTE C
JIIOOMMOIi JKeHOI «3a60J1e/I» YIANBUTEIHLHBIMA KPacOTaAMUI
ocTpoBoB TamjiaHja, HACTOSIIUMU (aHATAME KOTOPBIX
OHH OKa3ajuch. Ho, TJIABHBIM B €ro »KU3HH, ObLIa HayKa
u OoOIIeHre ¢ KOJUIEraMu Ha KOH(MDEpPEHIHSAX, KOTOPOe
BJIOXHOBJISIJIO €r0 TMPOJIOJIXKAThL CTOJb WHTEHCUBHYIO, HO
JIIOOUMYTO PaboTYy.

Mai ryry60KO CKOPOUM O CMEPTH U3BECTHOI'O yIEHOTO, 3a-
MeJaTeILHOTO TeIarora, CBETIOTO M XOPOIIEro Te/I0BEKA.
Hawm 6yzner oduenb ve xBararb 1ebst, FOpuit Porammgosny!

Hayunsie Tpyaer FO.P. Banbkmana

I. Monographs

1* Skurikhin, V.I., Kvachev, V.G., Val’kman, Yu.R. Informatsionnye
tekhnologii v ispytaniyakh slozhnykh ob"ektov: metody i sredstva
[Information Technologies in complex objects testing: methods and
means|, Kiev, Naukova dumka, 1990. 316 p.

2* Val’kman Yu.R. Intellektual'nye tekhnologii issledovatel’skogo
proektirovaniya: formal’nye sistemy 1 semioticheskie modeli
[Intelligent technologies of research design: formal systems and
semiotic models|, Kiev, Port-Royal, 1998. 250 p.

3* Val’kman Yu.R., Gritsenko, V.I., Rykhalsky A.Yu. Model’no-
parametricheskoe prostranstvo: teoriya i primenenie [Model-
parameter space: theory and applications|, Kiev, Naukova dumka,
2012. 190 p.

4* Kognitivno-semioticheskie aspekty modelirovaniya v gumanitarnoi
sfere. Kollektivnaya monografiya [Cognitive and semiotic aspects
of modeling in humanitarian area. Collective monograph| V.L.
Stefanyuk, E.A. Taisina (Eds.), Kazan, Izdatelstvo AN RT, 2017.
346 p.

II. Automated processing of test results. Research design.
Intelligent CADs
1 Val’kman, Yu.R. Informatsionnoe obespechenie

avtomatizirovannykh sistem obrabotki rezul’tatov kompleksnykh
ispytanii novykh tekhnicheskikh ob"ektov [Infoware of automated



10

11

12

systems for processing complex testing results of the new technical
objects]. Voprosy sudostroeniya. Ser. Matematicheskie metody,
programmirovanie, ekspluatatsiya EVM [Shipbuilding problems.
Ser. Mathematical methods, programming, computer usage|, 1982,
no. 28, pp. 54-68.

Val’kman, Yu.R. IZIN - sistema upravleniya bazami dannykh,
orientirovannaya na obrabotku rezul’tatov ispytanii [IZIN - a
database management system for test result processing|. SUBD i
pakety okruzheniya: problemy razrabotki i primeneniya [DBMS and
environment packages: development and applications|, 1985, pp. 86-
92.

Val’kman, Yu.R. Ischislenie modelei — osnova intellektualizatsii
protsessov issledovatel’skogo proektirovaniya [Model calculus as
the basis for intellectualizing of the research design processes]|.
Programmnye produkty i sistemy [Software and systems]|, 1995, vol.
1, no. 4, pp. 18-23.

Val’kman, Yu.R. Model'no-parametricheskoe prostranstvo v
issledovatel’skom proektirovanii: tseli postroenii, opredeleniya,
struktura i svoistva [Model-parametric space in research design:
construction goals, definitions, structure and properties].
Voprosy kognitivno-informatsionnoi podderzhki postanovki i
resheniya novykh nauchnykh problem [Questions of cognitive and
informational support for the formulation and solution of new
scientific problems], 1995, pp. 103-115.

Val’kman, Yu.R. Videoobrazy v operatsiyakh issledovatel’skogo
proektirovaniya: otnosheniya mezhdu abstraktnym i konkretnym,
logichnym i metaforichnym, ob"ektivhym i sub"ektivnym,
informatsionnym i kognitivnym [Video images in research design
operations: relations between abstract and concrete, logical
and metaphorical, objective and subjective, informational and
cognitive]. Natsional'naya konferentsiya po II [National AI
Conference|, 1996, vol.3, pp. 389-393.

Val’kman, Yu.R. O probleme «otchuzhdeniya modelei issleduemykh
ob"ektov ot sozdatelei» v proektirovanii slozhnykh izdelii [On the
problem of "alienation of models of studied objects from creators"in
the design of complex products]. Teoriya i sistemy upravleniya
[Control systems and theory], 1996, no.3, pp.116-152.

Val’kman, Yu.R. Ot modelei zhiznennykh tsiklov k S-tekhnologiyam
[From lifecycle models to S-technologies|. Natsional’'naya
konferentsiya po II [National AI Conference|, 1998, vol.2, pp.
671-676.

Val’kman, Yu.R., Rykhalsky A.Yu. Printsipy postroeniya
ischisleniya oblikov slozhnykh izdelii [Principles of complex shapes
appearance calculus|. Mezhdunarodnyi kongress «Iskusstvennyi
intellekt v XXI-m veke» [International Congress "Artificial
Intelligence in the 21st Century"|, 2001, vol. 1, pp. 432-440.
Val’kman, Yu.R., Rykhalsky A.Yu. «Intellektual’'nyi datchik» v
issledovatel’skom proektirovanii slozhnykh ob"ektov ["Intelligent
sensor"in the research design of complex objects].

Val’kman, Yu.R., Solomakha O.N., Suvorov A.l. Informatsionnye
tekhnologii  edinogo  kompleksa issledovanii v  voennom
korablestroenii [Information technologies of a single complex
of research in military shipbuilding]. Programmnye produkty i
sistemy [Software and systems], 1993, no. 4, pp. 10-19.

Val’kman, Yu.R., Stepashko V.S. Printsipy postroeniya ekspertnykh
sistem matematicheskogo modelirovaniya dlya ispytanii slozhnykh
ob"ektov [Principles of constructing expert systems of mathematical
modeling for testing complex objects]. Prikladnaya informatika
[Applied informatics|, 1990, no. 16, pp. 129-143.

Val’kman, Yu.R., Suvorov A.I. Problemy intellektualizatsii
informatsionnykh tekhnologii nauchnykh issledovanii slozhnykh
ob"ektov  [Problems of Intellectualization of Information
Technologies for Scientific Research of Complex Objects],
Kiev, Znanie, 1990.

II1. Knowledge bases, ontologies and models of understanding

13

14

15

Val’kman, Yu.R. Printsipy postroeniya algebry i logiki tekstov i
kontekstov matematicheskikh modelei [Principles of constructing
algebra and logic of texts and contexts of mathematical
models|. Natsional’'naya konferentsiya s mezhdunarodnym
uchastiem «Iskusstvennyi intellekt-92» [National conference with
international participation "Artificial Intelligence-92"], 1992, vol.
1, pp. 48-53.

Val’kman, Yu.R. Model’no-parametricheskoe prostranstvo:
predstavlenie znanii ob issleduemykh protsessakh i ob"ektakh
[Model-Parametric Space: Representation of Knowledge of
Processes and Objects Being Researched]. Natsional’'naya
konferentsiya po II [National AI Conference], 1996, vol. 2, pp.
299-303.

Val’kman, Yu.R. Mul’timodal’nost’, mul’timediinost’,
mul’tikontekstnost’, mul’timodel’nost’ predstavleniya ponyatii
v bazakh znanii [Multimodality, multimedia, multi-context,

multi-model representation of concepts in knowledge bases]|.

43

16

17

18

19

20

21

22

23

24

25

Integrirovannye modeli i myagkie vychisleniya v iskusstvennom
intellekte [Integrated models and soft computations in artificial
intelligence], 2007, vol. 1, pp. 76-83.

Val’kman, Yu.R., Val’kman, R.Yu. Biznes-intellekt i upravlenie
znaniyami: ponyatiya 1 tekhnologii [Business Intelligence
and Knowledge Management: Concepts and Technologies].
Intellektual’nyi analiz informatsii [Intelligent information analysis]|,
2010, pp. 28-35.

Val’kman, Yu.R., Val’kman, R.Yu. Ontologii v modelirovanii
obraznogo myshleniya [Ontologies in the modeling of figurative
thinking]. Natsional’'naya konferentsiya po iskusstvennomu
intellektu s mezhdunarodnym uchastiem [National Conference on
Artificial Intelligence with International Participation|, 2012, vol.1,

pp. 310-317.

Val’kman, Yu.R., Val’kman, R.Yu. Kontsepty: opredelenie,
struktura, klassifikatsiya [Concepts:  definition, structure,
classification]. Intellektual’'nyi analiz informatsii [Intelligent

information analysis], 2013, pp. 82-94.

Val’kman, Yu.R., Ismagilova, L.R. Intellektual’nye sistemy: o
modelirovanii ponimaniya |[Intelligent systems: on modeling
understanding]. «Intellektual’nye sistemy - 2004» i «SAPR-2004»
[Intelligent Systems-2004 and CAD-2004], 2004, vol. 1, pp. 160-167.

Val’kman, Yu.R., Ismagilova, L.R., Rykhalsky A Yu.
Intellektual’nye sistemy: ot tselenapravlennosti k
tseleustremlennosti  [Intelligent  systems: from focus to

purposefulness|. Natsional’naya konferentsiya po iskusstvennomu
intellektu s mezhdunarodnym uchastiem [National conference on
artificial intelligence with international participation]|, 2004, vol. 2,
pp. 767-775.

Val’kman, Yu.R., Lozovoi, V.V. Ot sistematizatsii klassifikatorov
k ontologii informatsionno-analiticheskikh sistem statisticheskogo
monitoringa [From the classification of classifiers to the ontology
of information-analytical systems of statistical monitoring].
Natsional’naya konferentsiya po iskusstvennomu intellektu s
mezhdunarodnym uchastiem [National conference on artificial
intelligence with international participation|, 2002, vol. 2, pp. 606-
615.

Val’kman, Yu.R., Maistrenko, S.A. Metaznaniya — sredstvo
effektivnogo upravleniya raspredelennymi znaniyami
intellektual’'nykh sistem [Meta-knowledge as a means of effectively
managing the distributed knowledge of intelligent systems|//
Natsional’'naya konferentsiya po iskusstvennomu intellektu s
mezhdunarodnym uchastiem [National conference on artificial
intelligence with international participation|, 2006, vol. 3, pp.
1062-1070.

Val’kman, Yu.R., Rykhalsky A.Yu. Analiz metodov i sredstv
predstavleniya znanii proektirovshchikov slozhnykh tekhnicheskikh
ob"ektov [Analysis of methods and means of representing knowledge
of designers of complex technical objects|. «Intellektual’nye sistemy
- 2004» i «SAPR-2004» [Intelligent Systems-2004 and CAD-2004],
2004, vol. 1, pp. 167-174.

Val’kman, Yu.R., Rykhalsky A.Yu. Model’'no-parametricheskoe
prostranstvo — sredstvo predstavleniya znanii issledovatelei
slozhnykh sistem [Model-parametric space - a means of representing
the knowledge of researchers of complex systems|. Upravlyayushchie
sistemy i mashiny [Control systems and machines|, 2009, no. 1, pp.
20-30.

Val’kman, Yu.R., Stepashko, P.V. Ob ontologii intellektual’'nogo
modelirovaniya [On the Ontology of Intellectual Modeling].
Otkrytye semanticheskie tekhnologii proektirovaniya
intellektual’nykh system [Open semantic technologies for
intelligent systems|, 2016, pp. 165-170.

IV. Uncertainty modeling. UN-factors

26

27

28

Val’kman, Yu.R. NE-faktory — osnova obraznogo myshleniya [UN-
factors as the basis of figurative thinking|. Integrirovannye modeli i
myagkie vychisleniya v iskusstvennom intellekte [Integrated models
and soft computations in artificial intelligence], 2003, pp. 26-33.
Val’kman, Yu.R. Modelirovanie NE-faktorov: osnova
intellektualizatsii komp’yuternykh  tekhnologii |UN-factors
modeling as a basis of intellectualization of computer technologies|.
Novosti iskusstvennogo intellekta [Artificial intelligence news|,
2004, no. 2, pp. 64-81.

Val’kman, Yu.R., Gaevoi S.A. NE-faktory v issledovatel’skom
proektirovanii slozhnykh ob"ektov [UN-factors in the research
design of complex objects]. Mezhdunarodnyi seminar po
komp’yuternoi  lingvistike i ee  prilozheniyam «Dialog»
[International seminar on computer linguistics and its applications
"Dialog"], 1998, vol. 2, pp. 649-659.

V. Cognitive graphics and graphical images

29

Val’kman, Yu.R. Graficheskaya metafora — osnova kognitivnoi
grafiki [Graphical metaphor - the basis of cognitive graphics]|.



30

31

Natsional’naya konferentsiya po II [National AI Conference|, 1994,
vol. 1, pp. 9-18.

Val’kman, Yu.R. Kognitivnye graficheskie metafory: kogda, zachem,
pochemu i kak my ikh ispol’zuem [Cognitive graphical metaphors:
when, why, why and how we use them|. Mezhdunarodnaya
konferentsiya «Znaniya - dialog — reshenie» [International
Conference "Knowledge - Dialogue - Solution"], 1997, vol.2, pp. 261-
272.

Val’kman, Yu.R. Kniga, Yu.N. Analiz ponyatiya «graficheskii
obraz» [Analysis of the "graphical image"concept|. Mezhdunarodnyi
seminar po komp’yuternoi lingvistike i ee prilozheniyam «Dialog»
[International seminar on computer linguistics and its applications
"Dialog"]|, 2002, pp. 41-52.

VI. Modeling of figurative thinking

32

33

34

35

36

37

38

39

40

41

42

43

44

45

Val’kman, Yu.R. Kategorii «obraz» i «model’> v kognitivnykh
protsessakh ["Image"and "model"categories in cognitive processes|.
Mezhdunarodnaya  konferentsiya  «Intellektual’'nye  sistemy»
[International Conference "Intelligent Systems"], 2003, vol. 2, pp.
318-323.

Val’kman, Yu.R. Konteksty v protsessakh obraznogo myshleniya:
opredeleniya, otnosheniya, operatsii [Contexts in the processes of
figurative thinking: definitions, relations, operations|. Rossiiskaya
konferentsiya po kognitivnoi nauke [Russian Conference on
Cognitive Science|, 2004.

Val’kman, Yu.R., Ismagilova, L.R. O yazyke obraznogo myshleniya
[On the language of figurative thinking]. Komp’yuternaya lingvistika
i intellektual’'nye tekhnologii. Trudy mezhdunarodnogo seminara
Dialog’2004 [Computer linguistics and intellectual technologies.
International seminar Dialog’2004], 2004.

Val’kman, Yu.R. Analiz ponyatiya <«obraz»: otnosheniya
«obrazy — ponyatiya» [Analysis of the concept of "image": the
relationship "images - concepts"]. Natsional’'naya konferentsiya
po iskusstvennomu intellektu s mezhdunarodnym uchastiem
[National conference on artificial intelligence with international
participation]|, 2008. vol. 1, pp. 369-377.

Val’kman, Yu.R. Modelirovanie obraznogo myshleniya: ot obraza k
ponyatiyu i ot ponyatiya k obrazu [Modeling of figurative thinking:
from image to concept and from concept to image|. Mezhdunarodnye
nauchno-tekhnicheskie konferentsii «Intellektual’nye sistemy-2008»

i «Intellektual’nye SAPR-2008» [International scientific and
technical conferences "Intelligent systems-2008"and "Intelligent
CAD-2008"], 2008, vol. 2, pp. 151-159.

Val’kman, Yu.R. Obrazy i obraznoe myshlenie: nekotorye

otnosheniya i struktury [Images and imaginative thinking: some
relationships and structures]. Integrirovannye modeli i myagkie
vychisleniya v iskusstvennom intellekte [Integrated models and soft
computations in artificial intelligence|, 2009, vol. 1, pp. 109-120.
Val’kman, Yu.R. Dinamicheskaya struktura obraza: doformal’noe
issledovanie [Dynamic image structure: preformal research].
Integrirovannye modeli i myagkie vychisleniya v iskusstvennom
intellekte [Integrated models and soft computations in artificial
intelligence|, 2011. vol. 1, pp. 136-148.

Val’kman, Yu.R. O strukture obraza: doformal’noe issledovanie [On
the structure of the image: a preformal study]|. Intellektual’nyi analiz
informatsii [Intelligent information analysis|, 2010, pp. 17-27.
Val’kman, Yu.R. Struktura obraza: doformal’noe issledovanie
[Image structure: preformal research|. Natsional’naya konferentsiya
po II [National AI Conference|, 2010, vol. 1, pp. 344-352.
Val’kman, Yu.R. O modelirovanii smysla, ponimaniya, tselostnosti
obraza [On modeling the sense, understanding, integrity of the
image]. Intellektual’nyi analiz informatsii [Intelligent information
analysis|, 2011, pp. 170-179.

Val’kman, Yu.R., Bykov V.S. O modelirovanii obraznogo
myshleniya v komp’yuternykh tekhnologiyakh: obshchie
zakonomernosti  myshleniya [On  modeling of figurative
thinking in computer technologies: general patterns of thinking].
Mezhdunarodnaya konferentsiya «Znaniya — dialog — reshenie»

[International Conference "Knowledge - Dialogue - Solution"],
2005.

Val’kman, Yu.R., Bykov V.S. O modelirovanii obraznogo
myshleniya v komp’yuternykh tekhnologiyakh: operatsii myshleniya
[On modeling of figurative thinking in computer technologies:
operations of thinking]. Mezhdunarodnye nauchno-tekhnicheskie
konferentsii «Intellektual’'nye sistemy-2005» 1 «Intellektual’nye
SAPR-2005» [International scientific and technical conferences
"Intelligent systems-2005"and "Intelligent CAD-2005"], 2005, vol.
1.

Val’kman, Yu.R., Valkman R.Yu. Dynamic image structure

[Dinamicheskaya  struktura obrazal. Intellektual'nyi analiz
informatsii [Intelligent information analysis|, 2011, pp. 160-169.
Val’kman, Yu.R., Valkman R.Yu. Tselostnost’ obrazov: o

modelirovanii smysla, ponimaniya, znacheniya [Image integrity:

44

VII.

46

47

48

49

50

51

52

on modeling the sense, understanding, meaning]. Kongress po
intellektual’nym sistemam i informatsionnym tekhnologiyam
[Congress on Intelligent Systems and Information Technologies],
2011. vol.1, pp. 497-509.

Cognitive semiotics

Val’kman, Yu.R. O kognitivnoi semiotike [On cognitive semiotics].
Intellektual’nyi analiz informatsii [Intelligent information analysis],
2012. pp. 19-30.

Val’kman, Yu.R. Kognitivnost’ semiotiki [Cognitivity of semiotics]|.
Intellektual’nyi analiz informatsii [Intelligent information analysis]|,
2013. pp. 69-81.

Val’kman, Yu.R. Kognitivnaya semiotika: istoki i perspektivy
|Cognitive semiotics: origins and perspectives|. Integrirovannye
modeli i myagkie vychisleniya v iskusstvennom intellekte [Integrated
models and soft computations in artificial intelligence|, 2013, vol. 1,
pp. 48-61.

Val’kman, Yu.R. Kognitivnaya semiotika: semiozisy i geshtal’ty
|Cognitive semiotics: semiosis and gestalt]. Natsional’naya
konferentsiya po iskusstvennomu intellektu s mezhdunarodnym
uchastiem [National Conference on Artificial Intelligence with
International Participation]|, 2014, vol. 1, pp. 180-188.

Val’kman, Yu.R. Kognitivnaya semiotika: geshtal’ty i znaki,
tselostnost’ i struktura [Cognitive semiotics: gestalt and
signs, integrity and structure]. Natsional’naya konferentsiya
po iskusstvennomu intellektu s mezhdunarodnym uchastiem
[National Conference on Artificial Intelligence with International
Participation], 2016. T.2. C.250-258.

Val’kman, Yu.R. Kognitivnaya semiotika: geshtal’ty i metafory
|Cognitive semiotics: gestalt and signs, integrity and structure].
Integrirovannye modeli i myagkie vychisleniya v iskusstvennom
intellekte [Integrated models and soft computations in artificial
intelligence|, 2015. vol.1, pp. 54-59.

Val’kman, Yu.R. Geshtal’ty i metafory v kognitivnoi semiotike
|Gestalts and metaphors in cognitive semiotics|// Intellektual’nyi
analiz informatsii [Intelligent information analysis], 2015, pp. 31-
39.

VIII. Works on new areas of Al that affected Yu.R. Valkman’s
scientific interests

1d

2d

3d

4d

5d

Pospelov, D.A. Prikladnaya semiotika i iskusstvennyi intellekt
|Applied semiotics and artificial intelligence|. Programmnye
produkty i sistemy [Software and systems|, 1996, no. 3, pp. 10-13.
Pospelov, D.A., Osipov, G.S. Prikladnaya semiotika (chast’ 1)
[Applied semiotics (part 1)]. Novosti iskusstvennogo intellekta
|Artificial intelligence news|, 1999, no. 1, pp. 9-35.

Zenkin, A.A. Kognitivhaya komp’yuternaya grafika [Cognitive
computer graphics|, Moscow, Nauka, 1991.

Narin’yani A.S. NE-faktory i inzheneriya znanii: ot naivnoi
formalizatsii k estestvennoi pragmatike [UN-factors and knowledge
engineering: from naive formalization to natural pragmatics]|.
Natsional’naya konferentsiya po iskusstvennomu intellektu s
mezhdunarodnym uchastiem [National Conference on Artificial
Intelligence with International Participation], 1994. vol. 1, pp. 9-
18.

Pospelov, D.A. Metafora, obraz i simvol v poznanii mira [Metaphor,
image and symbol in the knowledge of the world]. Novosti
iskusstvennogo intellekta [Artificial intelligence news], 1998, no. 1,
pp. 94-136.
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On April 16th, 2016 in Kiev, our dear friend and colleague,
the prominent Soviet and Ukrainian scientist in the areas

of information science and artificial intelligence, head of the

Distributed intelligent systems department at the International

scientific and educational centre of information technologies

and systems of the Ukrainian National Academy of Sciences

and Ukrainian Ministry of Education,

professor of the

Mathematical methods of systems analysis department at the
Ukrainian National Technical University «Kiev Polytechnical
University n.a. Igor Sikorskiy», program committee member of
the OSTIS conferences, doctor of technical sciences, professor
Yuri Rolandovich Valkman, has passed away in his late sixties.
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Abstract—The paper is devoted to the development of Cog-
nitive Logic in the framework of building intelligent agents.
The drawbacks of classical mathematical logic and automated
reasoning are discussed. The difference between classical logic
and human cognition is shown on simple examples. The concept
of cognitive agent, in particular, cognitive robot, is considered,
its architecture is presented. Information granulation based on
pragmatics is viewed as a principal capacity of cognitive agent.
The role of logical pragmatics in cognitive logic is revealed. The
emphasis is made on the development of generalized logical values
and formation of various logical worlds to construct granular log-
ical semantics and pragmatics. An extended definition of logical
world is proposed. In the context of developing cognitive graphics
for applied logics, the colored representation of Hasse diagrams
is suggested. Possible applications of colored representation of
logical worlds are discussed.
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I. INTRODUCTION

One of the main trends in the development of new genera-
tion technologies in the XXI century is the formation of hybrid
systems combining advanced information, cognitive and social
technologies with biotechnologies and nanotechnologies in the
scope of NBICS convergence conception [1]. Up to now, cog-
nitive technologies remain a «bottleneck» in NBICS complex,
and the creation of new cognitive microsciences (see[2,3]),
such as cognitive graphics, cognitive linguistics, cognitive
semantics, cognitive semiotics, cognitive informatics, seems
to be a necessary step on the way to autonomous artificial
cognitive agents, both individual and collective.

This paper discusses the prospects of Cognitive Logic for
Intelligent Agents. It is a new trend in applied logic based
on the characteristics of human cognition and developing new
logical systems to support cognitive processes in agents. The
term «Cognitive Logic» was launched into circulation by Pei
Wang [4], who constructed a Non-Axiomatic Reasoning Sys-
tem (NARS) and proposed an experience-grounded semantics.
An early precursor of cognitive logics was D.A.Pospelov, the
author of pseudo-physical logics [5].

Rather close ideas were proposed by V.K.Finn [6] with his
JSM-method, using four-valued argumentation logic, quasi-
axiomatic theory and synthesis of various reasoning types, as
well as O.M.Anshakov and T.Gergely [7], who introduced the
procedures of «cognitive reasoning».
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In our paper, the experience is associated with information
granulation that is viewed as a crucial cognition and com-
prehension mechanism. So Zadeh’s TFIG (Theory of Fuzzy
Information Granulation) [8] and Lin’s Granular Computing
[9] are seen as a natural basis for Cognitive Logics. The
emphasis is made on the development of generalized logical
values and formation of various logical worlds to construct
granular logical semantics and pragmatics. Our approach is
based on D.A.Bochvar’s thesis «from logical semantics to
logical calculus».

The OSTIS project [10] has been initiated in order to
develop open semantic technologies of designing intelligent
systems. In this paper we suggest to complement it by open
pragmatic technologies for intelligent agents, rising to the
ideas of the «Father of Pragmatism» Ch.S. Peirce [11].

The paper is organized in the following way. The reasons for
the emergence of Cognitive Logic are revealed in Section II.
The structure and operation of classical automated reasoning
system is considered in Subsection A. The limitations of tradi-
tional automated reasoning to compare with everyday human
reasoning are shown on many examples in Subsection B. The
problem of reasoning uncertainty is faced. In this context,
the concept of Non-factors is discussed. A classification of
Non-factors in knowledge engineering is given. In Subsection
C the processes of human cognition and their properties are
analyzed. Four basic types of cognitons — complex cognitive
units, enabling self-organization of agent’s activity — are
presented.

The fundamentals of Agent Theory are presented in Section
III. Firstly, in Subsection A, the concept of artificial agent is ex-
plained. Some interpretations, classifications and architectures
of agents are introduced. The difference between reactive and
intelligent agents is discussed. Secondly, in Subsection B, the
notion of cognitive agent is specified. An example of cognitive
robot is considered, specific features of its architecture are
pointed out. Finally, an interactive model of robot’s dialogue
control is suggested.

A main capacity of cognitive agent is a goal-driven informa-
tion granulation. In Subsection C some basic definitions and
classifications of granules are given. Two general approaches
to constructing granules are analyzed. In particular, non-
classical sets are mentioned as rather new and convenient
formalisms to create granules.

Section IV is devoted to pragmatics viewed as a keynote



attribute of both agent’s individual behavior and collective be-
havior of communicating cognitive agents. Specifically, logical
pragmatics is seen as a necessary condition of understanding
and applying logics by cognitive agents. Here logical granules
are of special concern too. In Subsection A the difference
between logical semantics and pragmatics is shown on the
basis of both meta-logic and communication model. Some
intrinsic links between logical pragmatics and pragmatic logics
are investigated. Human cognition is based on the unity of
descriptions and prescriptions. In this context, a complemen-
tary role of Aristotle-Tarski’s correspondence truth theory and
Peirce’s vision of truth as utility (value) is demonstrated.

Subsection B contains some counter-arguments against the
universal character of truth in knowledge engineering by
cognitive agents. In Subsection C some new interpretations
of truth values are gathered: from epistemic Dunn’s vision
of semantics leading to generalized (granular) truth-values to
context-dependent considerations like factual truth, concerted
truth and measured truth.

In Section II we put the question «Why Cognitive Logic?»
and try to justify the relevance of this concept in the modeling
of intelligent agents. At last, in Section V we outline a
possible answer to the question «How it could be created?»
by rethinking the concept of Logical World and applying
the ideas of Cognitive Graphics. Some basic definitions of
logical worlds and their representative examples are included
into Subsection A. A visualization of logical worlds through
colored logical values in Hasse diagrams is proposed in
Subsection B. In our opinion, it opens new opportunities
in building anthropomorphic interfaces between human and
artificial cognitive agents by standardizing the interpretation
of logical values used in different applications.

II. WHY COGNITIVE LogGIc?

A. Classical Mathematical Logic and Automated Reasoning
Systems

Reasoning is the ability to make inferences, and automated
reasoning supposes the development of computing systems
that automate this process. An automated reasoning system
usually includes the following basic components [4]: 1) a
formal language that represents knowledge; 2) a semantics
that defines meaning and truth value in the language; 3) a set
of inference rules to derive new knowledge; 4) a memory that
stores knowledge;5) a control mechanism that selects premises
and rules in each step. Here the former three components are
usually related to a logic and form a logical part of reasoning
system, and the latter two components responsible for an
implementation of this logic are called the control part of the
system.

At present, first-order predicate logic remains the basis for
the logical part of automated reasoning, and the theory of
computability and computational complexity is extensively
used in the control part. In fact, these logical theories and
tools have been successfully used in many practical domains.
However, the continuation of their application in advanced
intelligent systems such as cognitive agents and their groups
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seems very doubtful, due to some fundamental differences
between automated reasoning and human cognition.

Classical automated reasoning is based on purely axiomatic
systems, certainty conditions and deduction rules of traditional
logic, where the truth of the premises guarantees the truth
of the conclusion. Contrarily, human cognition and reason-
ing is deployed under uncertainty by using mainly non-
deductive (common-sense) reasoning in semi-axiomatic or
non-axiomatic systems. We will give below some examples
to clarify the difference between deductive and non-deductive
reasoning, as well as a short description of human cognition
and its characteristics.

B. From Non-Deductuve to Uncertain Reasoning

Inference rules of classical logic are deduction rules, based
in truth preservation and certain conclusion. In a sense, here
the information in a conclusion is contained already in the
premises, and the inference rule simply makes it explicit. For
example, from «Crows are birds» and «Birds have feathers»
it is valid to derive «Crows have feathers».

Meanwhile, in everyday life we often use other reasoning
types, where the conclusions seem to carry new information
not available in the premises. In case of induction a broad
generalization is made from special cases. Let us use again
the previous example. Here we take «Crows are birds» and
«Crows have feathers» to derive «Birds have feathers». It is
obvious that for inductive reasoning, even if all the premises
are true, the conclusion can be false.

Further we consider abductive reasoning based on explana-
tions for given case. Example: from «Birds have feathers» and
«Crows have feathers» to conclude «Crows are birds».

Finally, analogical reasoning is a kind of similarity-based
reasoning. Example: «Rooks are similar to crows» and «Crows
have feathers», hence «Rooks have feathers».

So both inductive and abductive and analogical inference
rules do not guarantee the truth of the conclusion for true
premises. Therefore, they are not valid rules in the sense of
classical logic. Nevertheless, all these types of inference are
widely used in many branches, specifically, in learning and
creative design.

Traditional formal theories of reasoning are certain in sev-
eral aspects, whereas real-world human reasoning is often
uncertain in these aspects. Now let us face the problem
of reasoning uncertainty or, more generally, Non-factors of
reasoning. What are Non-Factors? This is a variety of dif-
ferent factors, which are expressed by the words (linguistic
labels) having some negative hints in natural language, remain
largely unexplored in traditional mathematics, but are inherent
attributes of human knowledge and cognition.

The term «Non-factors» was coined by A.S.Narinyani (see
[12]) in early 1980’s. He pointed out a universal character of
Non-factors: they played a keynote role not only in the struc-
ture of real human knowledge, but also in many applications
of computational mathematics.

The English counterpart of Non-factors called (Im-In-Un’s)
was introduced in [13]. Non-factors penetrate all the stages



of knowledge engineering: from knowledge acquisition and
knowledge representation to knowledge processing and knowl-
edge transfer [14]. Moreover, «the main issue of Artificial
Intelligence» (AI) in the first quarter of XXI century should
be formulated as follows: «Can a system be considered intel-
ligent, if it does not model some Non-factors?» [15].

A classification of Non-factors [16] is shown in Figure 1.

NON-FACTORS

Information Synergetic

Non-factors Non-factors
Inconsistency Irreversibility

—| Inconnpleteness| |N01|-Er|uilib1'ium l—
Uncertainty Instability
Imprecision Non-Linearity

—| Fuzziness | | Unclosedness l—

Figure 1. Information and Synergetic Non-Factors

Below we shall specify Non-factors by comparing well-
known laws of classical logic (identity. excluded middle, non-
contradiction, ex falso quodlibet) with real human logic and
everyday reasoning. A more detailed analysis of non-classical
logics induced by knowledge Non-factors can be found in [17].

The meaning of a term in mathematical logic is determined
according to an interpretation, so it does not change as the
system runs. Contrarily, the meaning of a term in human mind
often changes according to personal experience and context.
Example: What is «truth»?

In classical logic the principle of compositionality is used:
the meaning of any complex expression is completely deter-
mined by the meanings of its constituent expressions and the
combination rules (connectives). On the contrary, the meaning
of a compound term in human mind or natural language
usually cannot be reduced to that of its components, though
is still related to them. Example: «Is really an Al concept
«blackboard» a black board?» [4].

In classical logic, a statement is either true or false, but
people often take intermediate truth values of statements as
between true and false. Such a value can be viewed as
«uncertain», «possible», «half true», and so on. The use of
such intermediate truth values, the truth graduation makes an
appeal to many-valued logics for Al

Furthermore, classical logic is explosive. It means that from
contradiction we can obtain any arbitrary conclusion. How-
ever, the existence of a contradiction in a human mind does
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not interfere common-sense reasoning. Moreover, a detection
of technical contradiction is a starting point for Altshuller’s
algorithm (shortly API3 in Russian) of inventive problem-
solving theory (TPM3 in Russian) . So paraconsistent logics
are in great demand to model human reasoning.

In classical logic, the truth value of a statement does not
change over time, it is monotonous. However, people easily
revise their beliefs after getting new information. For our
through-section example, if we take instead crows some more
exotic birds like penguins, then we have to discard an ordinary
premise «Birds fly», but can preserve the early used premise
«Birds have feathers». Such situations give us good examples
of non-monotonous reasoning.

In traditional reasoning systems, inference processes follow
strict algorithms, therefore are predictable. On the other hand,
human reasoning processes are often unpredictable, and can
«jump» on the unexpected side. In is natural for scientific
discovery, then a researcher deviates from the research plan
and waits for an «inspiration».

In classical logical reasoning, the backtracking procedure is
crucial, i.e. how a conclusion is obtained may be accurately
explained step by step. Of course, this conclusion can be
repeated. Contrarily, the humans are able to generate such
conclusions, whose sources and paths contain «blank spots» or
cannot be backtracked at all. As an example we cite a typical
variant of everyday uncertain reasoning: «I don’t know why
it will occur. It is only my bad feeling».

Finally, classical reasoning systems meet the Closed World
Assumption (CWA) — what is not known to be true must be
false. However, the practice of human reasoning shows that
Open World Assumption (OWA) — what is not known to be
true is simply unknown — is much more realistic.

C. Human Cognition : Processes, Properties and Units

Basically, cognition stands for gaining new information and
knowledge by providing the missing knowledge necessary
to solve a problem under uncertainty [7]. In other words,
cognition may be seen as the ability of intelligent system
to find new information, acquire knowledge and reduce its
environment uncertainty for the sake of adaptation. It is
reached by improving an internal model of this environment.

In psychology, the term «cognition» encompasses various
individual mental processes, such as sensation, perception, rep-
resentation, imagination, cogitation, thinking, memory, learn-
ing, attention, explication, comprehension. In particular, cog-
nition can be viewed as a thinking process oriented towards
problem-solving; in this sense, it is involved into any human
activity. In practice, problem-solving directly connects percep-
tion, thinking, memory and learning.

Following T.Gergely [7], let us recall some basic features
of cognition, which are of primary concern for developers
of artificial cognitive systems. First of all, cognition is an
open system based on both available knowledge and cur-
rent data perception. Secondly, cognition does not provide
conclusions, but generates hypotheses, and these hypotheses
should be confirmed or denied. Thirdly, cognition is tightly



connected with understanding: it leads to knowledge changes
and modifies the capacity of information processing. And
fourthly, cognition in a purposeful system is intrinsically
linked with the organization of action (as information process,
local environment change or physical movement).

A suitable way of treating cognition in agent is to divide
it into smaller units, called cognitons [18,19].These units
are open and heterogeneous: they represent from a cognitive
angle of view different sides of consciousness — cognition
itself, communication, activity regulation. Besides, the notion
of «cogniton» is considered here as a basic term to denote
principles, mechanisms and models of self-organization in
agent from the viewpoint of its cognitive subsystem. The
specification of generic classes of cognitons and establishing
links between them is the first stage of cognitive engineering,
extending well-known approaches of knowledge engineering.
Good examples of cognitive engineering in creating dynamic
mental structures of intelligent agents are BDI-models [20]
and WILL-architecture [21]. For instance, the BDI (Belief —
Desire — Intention) complex unit shows what an agent thinks
to be true, what it would like to achieve and how it expects
to do it. A classification of cognitions is given in Figure 2.

COGNITONS
I I [ |
Representation|[ Conative Interaction ||Organization
Cognitons Cognitons Cognitons Cognitons
I [ [ [
Data, Information, | |Preference, Drive,| |Request, Answer, | | Task, Role, Norm,
Knowledge, Belief, || Motive, Goal, Expectation, Bid, | | Standard, Pattern,
Evaluation, Idea, ||Desire, Intention, Proposal, Offer, Instance, Resource,
Judgment, Percept|| Requirement Decision Permission,
Commitment

Figure 2. Four Basic Types of Cognitons

Conation is a term that stems from the Latin conatus, mean-
ing any natural tendency, impulse, or directed effort. Conative
cognitons representing an intentional side of activities are the
keystones of agency.

III. COGNITIVE AGENTS IN ACTIONS
A. What is Agent?

According to Longman Dictionary, agent is a person or
organization that represents another person or organization
and manages their business. From methodological point of
view, agent theory is intended to bridge the gap between two
poles: active subject and classically passive object [19]. In
this context, it is natural to notice two contrary approaches
to constructing agent: an antropomorphic vs programmer’s
approach. If we move from «subject pole», then the agent
can be seen as a quasi-subject, able to substitute his master
(owner) and perform necessary task. Here a subject delegates
some functions, permissions and rights to his agent. Vice versa,
if we start from «object pole», then the agent may be viewed
as a sort of active object or meta-object capable to manipulate
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various objects, create or destroy them, and communicate with
other agents. In other words, a problem of making the object
more active and more intelligent is faced.

Agents are classified into natural and artificial, physical
and virtual, static and mobile, reactive and intelligent. For
instance, artificial agents can be both physical (autonomous
mobile robots, artificial swarms) and virtual (softbots, infobots,
mobots). Four basic interpretations of artificial agents are spec-
ified [19]: artificial organism, active object, personal assistant,
virtual doer. Properties and architectures of artificial agents
depend on their definition, interpretation and status.

There are different definitions of agents. S.Russell and
PNorvig [22] gave a very weak definition of agent as an
entity that can be viewed as perceiving its environment through
sensors, to obtain data about events in this environment,
and acting upon it through effectors. In fact, this definition
reduces agent to a basic «organism — environment» model by
M.G.Gaaze-Rapoport and D.A.Pospelov [23]. In some sense,
socially-oriented definition of software agent was given by
M.Coen [24]: software agents are programs that engage in
dialogs, negotiate and coordinate the transfer of information.

The most popular definition belongs to M.Wooldridge and
N.Jennings [25]. They defined artificial agent as an au-
tonomous, reactive, pro-active, communicative system. Let
us discuss the components of this minimal «gentleman’s
set». Here the term «autonomous» means that agents operate
without direct intervention of humans and have some kind
of control over their actions and internal state. The word
«reactive» includes the perception of agent’s environment and
response in a timely fashion to all the changes in it. «Pro-
active» means that agents do not simply act in response to their
environment, they are able to exhibit goal-oriented behavior by
taking the initiative. Communication stands for a social ability,
i.e. agents interact with other agents (and possibly humans) via
some kind of agent-communication language.

In [19] we proposed the following definition: an agent is
an open, active, intentional (goal-directed) system able to
generate and perform its proper activity in an uncertain or
fuzzy environment.

In our opinion, it is necessary to emphasize an intentional
nature of any agent: the reason of agent’s activity is the need
that is viewed as a difference between desired and current
agent’s state. The need generates some motivation or forms
some preferences, and agent’s motive is deployed into its
goal — a model of agent’s wanted future. Agent’s autonomy
is ensured by its proper resources; that supposes a periodic
resource acquisition from the environment (or other agents).

The behavior of reactive agents is determined by simple
impulses and preferences and stimulus-reactive links, whereas
the synthesis of intelligent agents supposes the development
of internal model for external world, formation of both belief-
base and knowledge base, reasoning for planning and perform-
ing actions (Figure 3). Besides beliefs and planning, intelligent
agents are often equipped with such features as prediction and
persistency.
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Figure 3. Basic Architecture of Intelligent Agent

B. Artificial Cognitive Agents

An artificial cognitive agent possesses a well-developed
internal model of its duties, external world, other agents
(including human agents in order to understand human needs
and queries) and itself. It receives and integrates current infor-
mation from, at least, three sources: a) its human partner (in the
form of goal formulation or adjustment, operating instructions,
on-line responses to questions); b) its sensor system; c) its
belief/knowledge base (Figure 4). Agent’s cognition is the
process of acquiring knowledge and understanding through
the senses, perception, thought and experience. It opens new
possibilities of learning and reasoning about how to behave in
order to achieve goals in uncertain or ill-defined environment.

A typical example of physical artificial cognitive agent is
cognitive robot (group of cognitive robots). Cognitive Robotics
is a new branch of robotics aimed at generating an intelligent
behavior in robot by enhancing its cognitive capacities. It
studies how cognitive robot obtains and aggregates information
on his world, in which form it should be represented and
memorized, how this information is transformed into beliefs
and knowledge, and how these beliefs govern robot’s behavior.

Basic technological problems of cognitive robotics are
machine vision, voice recognition, speech synthesis, various
types of sensing (proximity sensing, pressure sensing, texture
sensing, and so on).

Thus, a central problem of cognitive robotics is data fusion
— the integration of multiple data sources to produce more
diverse, rich, accurate and useful information, as well as sensor
data mining and knowledge discovery.

Cognitive capacities of intelligent robots also include per-
ception processing (specifically, computing with words and
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Figure 4. Architecture of Cognitive Agent as Open Semi-Autonomous Goal-
Directed System

perceptions [26]), approximate reasoning, anticipation, atten-
tion sharing, ability to learn from mistakes, etc.

Moreover, artificial cognitive agents ought to have the
possibility of communicating in a dialogical manner with
human agents (users) by applying a restricted natural language
(Figure 5). Such a dialogue includes both tasks instructions
given by human agent to artificial agent and a feedback
from artificial agent (situational information, report about goal
achievement or request for additional data)

Both individual and collective behavior of cognitive agents
is goal-driven and supposes the study of practical aspects of
their acts and actions to obtain useful result. Also communi-
cation processes between cognitive agents based on speech
theory and conversation rules have situational context, i.e.
pragmatic foundations. Therefore, agent-oriented paradigm is
closely related to the area of pragmatics.

So the involvement of cognition into action by cognitive
agent supposes information granulation [8] or more generally,
cognition granulation and aggregation. Below we will consider
pragmatic granulation as a basic feature of cognitive agent.

C. Information Granulation by Cognitive Agent

According to Zadeh, granule is a collection of objects
which are drawn together by the relations of similarity, in-
distinguishability, functionality or proximity [8]. Generally,
information granules are complex dynamic information entities
which are formed to achieve some goal. The arrival of informa-
tion granulation means the transition from ordinary machine-
centric to human-centric approach in information gathering
and knowledge discovery [27]. The concept of information
granulation is closely related to data abstraction and derivation
of knowledge from information. By selecting different levels
of granulation one can obtain different levels of knowledge.

Granulation theory includes studies in classification, genera-
tion, representation, interpretation and use of granules. Typical
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interpretations of granules are: part of the whole, sub-problem
of the problem, uncertainty zone, variable constraint.

There are various classifications of granules: physical and
conceptual granules, one-dimensional and multidimensional,
information and knowledge granules, time and space granules,
crisp and fuzzy granules, etc.

Where are two general approaches to generating granules —
top-down and bottom-up. A top-down approach is based on a
set that is divided into subsets, these subsets — into smaller
subsets, etc. Various coverings, partitions, nested sets are
typical examples of this approach. Inversely, in case of bottom-
up approach we firstly take a point (a singular object) and
then construct its neighborhood. As a result, a pre-topology
of neighborhood system is obtained. These two approaches
show a hierarchical nature of both granules and granulation
process itself.

Granules may be obtained by specifying non-classical sets.
Classical sets have crisp boundaries and additive measure.
They satisfy two basic postulates: 1) membership postulate;
2) distinguishability postulate (do not confound with. Member-
ship postulate is analogous to excluded middle law in classical
logic: Every element of a set must be uniquely specified
as belonging to the set or not. According to distinguisha-
bility postulate, a set is viewed as a collection of different,
clearly distinguishable elements which can be enumerated,
represented by a list. If either one or both of these postulates
are rejected, then we obtain non-classical set theories. Valuable
examples of non-classical sets are over-determined and under-
determined sets depending on observer’s awareness parameter
[28]. Another well-known example concerns rough sets [29].
These three non-classical variants of sets can be expressed by
three-valued characteristic functions.

In Section IV we will focus on logical granules and granu-
lation driven by pragmatics.
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IV. TOWARDS LOGICAL PRAGMATICS: A NEW STATUS OF
TRUTH VALUES

A. Logical Pragmatics and Pragmatic Logics

Nowadays, the arrival and intensive development of both
Logical Pragmatics and Pragmatic Logics is founded on
Ch.S.Peirce’s ideas on relationships between information, log-
ics and semiotics. According to Peirce [11], «Logic, in its
general sense, is another name for semiotic, a formal doctrine
of signs». In information theory, any message can be related
to both its author (sender) and its user (recipient): the first
relation specifies semantics and the second one — pragmatics.

This pragmatic side of logic was also taken into consid-
eration by N.A.Vasiliev in the context of two-leveled logi-
cal hierarchy [30, 31]: «Some logical principles are fixed,
unchangeable and absolute, some other principles, such as
non-contradiction law and excluded middle law, are relative,
changeable and have empirical sources. It means that our
human everyday logic is dual, semi-empirical, semi-rational,
and we can consider by contrast formal and purely rational
discipline, a sort of generalized logic; we call it meta-logic».

According to Vasiliev, we ought to make difference between
two levels of knowledge: a) empirical level based on real-
world’s events; b) conceptual level depending on our thinking.

In modern logic, meta-logic means the study of meta-theory
of logic, including the construction of logical theories, intrinsic
properties of these theories, interpretations of formal systems,
etc.

So Pierce’s vision of logic encompasses both logical se-
mantics and logical pragmatics. Semantics is a branch of
meta-logics that studies the interpretations of logical calculus.
It is worth stressing that these interpretations are context-
independent and meet closed-world assumption. Inversely,
pragmatics takes into account the dependence of interpretation
from context.

Furthermore, Peirce considered logic as a normative science
and defined truth as the good of logic [11]. A well-known
Peirce’s definition of truth as «the concordance of an abstract
statement with the ideal limit towards which endless investi-
gation would tend...» [11] and, even, more radical sentence
by W.James [32] that  «truth is the expedient in the way of
our thinking», anticipated modern theories of approximated,
partial, gradual, granular truth.

A pragmatic approach gives us a functional (or axiological)
interpretation of truth where some proposition or belief is true,
if it has some utility (enables us to attain useful practical
result).

So logical pragmatics are associated with the pragmatic
truth theory, whereas pragmatic logics suppose an axiological
consideration of log